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Abstract— The vision and major elements of the fifth generation (5G) ecosystem have previously been 

explored. We examine how security may impact the envisioned 5G wireless systems the challenges and 

potential solutions to aid in these efforts and define the security and privacy aspects of 5G networks. 5G 

networks have provided solutions for quicker machine control, problem identification, performance 

analysis, and data access. Interaction between Internet of Things (IoT) nodes occurs across an unsecured 

wireless channel, which has positive and negative effects. Despite being physically separated, unauthorized 

nodes could communicate via an unprotected wireless channel to gather data and take over industrial 

devices. Secure sessions can mitigate these risks, but it might be challenging to construct a secure session 

over a weak channel. To address this issue, the Variable Identification (VID) is used. VID offers a simple 

key exchange platform to authorized Industry Internet of Things (IIoT) nodes while guarding against 

unauthorized use. The lightweight changeable pseudonyms used by VID for trust-building are selected at 

random from a pool discovered in the home network and terminal devices. All IDs are chosen at random 

from a pool and are used to protect data against forgery, replay, alteration, impersonation, and man-in-the-

middle attacks, among other things, between the home network and terminal equipment. The ProVerif tool 

is used to evaluate the suggested system, and the findings demonstrate that it is trustworthy and resistant 

to prospective attacks. 

Keywords:  Wireless, Privacy, IIoT, Security threats, 5G networks 

1. INTRODUCTION

A new era of connectivity and automation in the industrial sector has been brought about by the quick

development of 5G networks and the broad uptake of the Industrial Internet of Things (IIoT). However, serious 

privacy and security problems are raised by the widespread usage of wireless communication in IIoT systems [1, 

2]. In wirelessly equipped 5G network environments, there is an increased danger of illegal access, data breaches, 

and privacy leaks due to continuous connectivity and data sharing across devices. Thus, to protect sensitive data 

in IIoT communication, it is imperative to design strong privacy-enhancing methods, especially lightweight 

protocols [3]. 
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5G networks, which are wirelessly enabled, present a variety of privacy challenges. The widespread collection 

of data and the extensive use of sensors and actuators increase the risk of privacy violations. Furthermore, 

communicating via wireless creates weaknesses that bad actors can take advantage of. Innovative approaches that 

balance resource limitations, energy efficiency, and privacy protection are needed to meet these problems [4]. 

In 5G network environments, privacy risks have been reduced by utilizing established privacy-enhancing 

strategies such as access control methods, authentication protocols, encryption algorithms, and anonymization 

techniques [5]. However, these methods frequently come with a high processing cost, connection latency, and 

scalability issues, which makes them less appropriate for IIoT devices with limited resources. It is therefore 

essential to build lightweight protocols, especially for IIoT communication.  

To improve privacy in wirelessly enabled 5G networks, this literature review will examine the state of 

research and developments in this area, with an emphasis on the creation of lightweight protocols for IIoT 

communication. The review will look into the privacy issues that wireless-enabled IIoT systems present, examine 

current privacy-enhancing strategies, and assess how well they work to solve privacy issues. It will also explore 

the developments in lightweight protocols that are suited to the particular needs of IIoT communication, taking 

into account things like resource optimization, energy efficiency, and privacy preservation [6 – 8]. 

This study aims to shed light on the state of privacy in wirelessly enabled 5G networks by undertaking an 

extensive literature review. It seeks to highlight new trends and technologies, point out the advantages and 

disadvantages of current methods, and suggest possible directions for further study and invention [9]. To ensure 

privacy and security in the wirelessly connected 5G networks era, the ultimate goal is to encourage the 

development of effective and privacy-preserving protocols that can be effortlessly integrated into IIoT 

communication [10, 11]. 

The remainder of this work is arranged in the following manner. In Sect. 2, network security architecture in 

mobile wireless is discussed. Sect. 3 presents privacy-preserving in mobile wireless, followed by Sects. 4 and 5 

discussions of the related works system model, and adversary model., Sects. 6 and 7 discuss the proposed scheme 

and analyze the key features of the proposed solution. Finally, Sect 8 presents the conclusion. 

2. NETWORK SECURITY ARCHITECTURE IN MOBILE WIRELESS 

Mobile networks have relied on the physical storage of symmetric keys in a subscriber identity module, also 

known as a subscriber identity module (SIM) card, since the beginning of digital mobile communication in 2G. 

Additional cryptographic procedures for mutual authentication were implemented, and encryption algorithms 

shifted from customary to international standards. However, the security approach of 5G is still heavily reliant on 

SIM cards [12]. Even though SIM cards have shrunk in size (to the "micro" size), they still need to be inserted 

into devices, limiting their applicability to IoT. The development of eSIMs somewhat addresses this issue, 

although physical size issues remain. iSIMs, which are now in development, could be used in future devices as 

part of the System-on-chip concept, while operators are opposed owing to the potential loss of control [13]. 

2.1 The requirements for a wireless network security architecture model  

Traditional SIM cards use tried-and-true symmetric key encryption that has grown to billions of users. 

However, it has flaws with IoT, privacy, network authentication, and bogus base stations. One important topic is 

whether symmetric cryptography will give way to asymmetric public/private keys. This has never been done on 

such a large scale before. 5G aims to provide authentication via a public-key infrastructure in addition to SIM 

(PKI) [14]. The core of 5G will be a collection of microservices that communicate over HTTPS. Transport Layer 

Security (TLS) uses elliptic curve cryptography (ECC) to enable authentication, confidentiality, and integrity for 

such communication. However, this has not yet been implemented and can be put off until 6G [15]. 

This section answers some of the most frequently asked questions about the 6G security concept. Will 

physical SIM cards still be used in devices? Will the majority of IoT devices have software SIM clones or Trusted 

Platform Modules? Although certificate revocation and Certificate Authority (CA) break-ins are possible, a 
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certificate system for the WWW works. The Domain Name Scheme Security Extensions (DNSSEC) is an example 

of an asymmetric key system being gradually deployed. A critical prerequisite for asymmetric encryption is the 

prevention of man-in-the-meddle attacks. Using an IPsec Virtual Private Network (VPN) can enable rudimentary 

isolation of user traffic; however, the more advanced use of network slicing techniques in 6G will be an open 

research subject, as it may expose the network to new vulnerabilities [16]. 

2.2 Evolution of Mobile Security 

Cloning, unlawful physical attacks, eavesdropping, encryption issues, authentication and authorization 

problems, and privacy issues plagued the first generations of mobile networks (i.e., 1G, 2G, 3G) [7]. Then, the 

security threat landscape transformed with increasingly advanced attack scenarios and powerful attackers. Fig. 1 

depicts the progression of the telecommunication network security landscape from 4G to the envisioned 6G future. 

The execution of wireless applications posed a security and privacy danger to 4G networks. Media access control 

(MAC) layer security threats (e.g., denial of service (DoS) attacks, eavesdropping, and replay attacks) and 

malware applications are common examples (e.g., viruses, tampering with hardware). 

Security and privacy risks pose problems in 5G access, backhaul, and core networks [18]. The most prevalent 

security challenges in 5G are cyberwar and critical infrastructure threats, Network Functions Virtualization (NFV) 

and Software-Defined Networking (SDN) related threats, and cloud computing-associated threats [19 - 22]. SDN 

can pose a security risk in several ways, including exposing important Application Programming Interfaces (APIs) 

to unwanted software, introducing Open Flow, and centralizing network control (i.e., making it vulnerable to DoS 

attacks) [23]. Above all, the increased linked intelligence in telecommunication networks and sophisticated 

networking and AI/ML technologies are the most crucial driving forces in the 6G vision. However, in many 

circumstances, the alliance between AI and 6G could be a double-edged sword when it comes to defending or 

infringing on security and privacy [24 - 27]. 

 

 

Fig. 1. Landscape of Privacy in Mobile Network. 

3. PRIVACY-PRESERVING IN MOBILE WIRELESS  

As 5G networks mature, AI-enabled smart applications are projected to become more prevalent, necessitating 

situational, context-aware, and personalized privacy solutions. Due to a wide and complicated set of unexpected 

privacy issues, traditional privacy-preserving techniques may not be well suited for future wireless applications 

[28 – 30]. Distributed ledger technologies, such as blockchain, may make it possible to deploy trustless computing 

between stakeholders while also providing mechanisms for network privacy protection. Among the security and 

privacy advantages of blockchain are immutability, transparency, verifiability, anonymity, and pseudonymity. 
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Blockchain can provide privacy-preserving data-sharing mechanisms, improve access control, provide key 

characteristics such as data integrity, traceability, and monitoring, and ensure efficient accountability mechanisms, 

among other things, and is seen as a viable option in Machine Type Communications in 6G [31]. 

When it comes to tackling important difficulties that are likely to develop in future intelligent 6G wireless 

applications, differential privacy (DP) approaches appear to be promising. Before sending the final output to the 

allocated server, DP perturbs the actual data using artificial design random noise functions [32]. This stops 

attackers from performing a statistical analysis of the data received and inferring personal information from a 

user's data. For assuring privacy protection, concepts connected to federated learning (FL) are also hot subjects in 

the research community. FL is a distributed machine learning technique that allows model training for enormous 

amounts of data to be done locally on the generated source, with each learner in the federation doing the 

appropriate modeling. Rather than transmitting a raw training dataset, each learner sends his or her local model to 

an "aggregator" to be combined into a global model. Because FL takes the approach of "bringing the code to the 

data, rather than the data to the code," it can address critical issues such as data privacy, data ownership, and data 

localization [33 - 35].  

4. RELATED WORKS 

Due to the utilization of an open channel for communication. The authors in [36] expressed worry about the 

security and privacy of Industrial IoT networks. According to the authors, existing approaches may not be suitable 

in an IIoT-specific setting due to significant overheads. The authors devised a biometric-based privacy-preserving 

authentication mechanism to counteract unwanted intrusions with minimal overheads. As a two-factor 

authentication system, the technique employs biometrics and smart cards. To test the protocol's behavior, it was 

simulated on NS2. After doing formal and informal security analyses, the authors certified their scheme resistant 

to a variety of assaults.  

Despite using two-factor authentication, the technique fails to guard against known key attacks and maintain 

privacy. The obstacles in establishing security protocols were explored by Li et al. in [37], which included the 

open nature of the wireless medium and resource-restricted nodes. The authors suggested a three-factor user 

authentication technique for the WSN-IIoT context that considers these issues. The user's identity, password, and 

biometrics are the three factors utilized to authenticate. Only if all of the factors provide favorable results will the 

user be able to view the sensor's data. Although the authors claim their system is immune to impersonation, replay 

attacks, and other attacks, formal analysis validation is missing. 

Because the resource-constrained node transmits and receives a total of 2688 bits during the key exchange 

procedure, the strategy is wasteful in terms of communication. As a result, the system is unsuitable for resource-

constrained IIoT applications. In their paper [38] presented an authentication mechanism for M2M 

communications in an IIoT environment. According to the authors, traditional techniques cannot be applied in 

IIoT due to significant overheads that could deplete node resources. As a result, the authors created a novel 

security model in which only hash and ex-or operations are computed during authentication. The authors declared 

their approach compute-efficient because of the usage of only a few cryptographic operations. The authors went 

on to say that their approach has security qualities like session key agreement, and anonymity, and is immune to 

replay, and man-in-the-meddle (MITM) attacks, among other things. Although the system provides several 

security benefits, the authors did not do a vulnerability evaluation or formal analysis, therefore the scheme's 

behavior under compromised settings is uncertain. Furthermore, the technique wastes a lot of energy delivering 

big mutual authentication and key exchange messages, making it inefficient in terms of energy use. Because of 

its unpredictable behavior and high energy consumption, the proposed method is unsuitable for IIoT networks. 

Xiong et al presented an ECC-based authentication scheme for IIoT in [39]. The authors stressed the 

importance of an authentication system in WSN to avoid unauthorized access due to the unsecured nature of the 

medium. Biometrics are used in their scheme to verify the entity's validity. The authors tested their technique on 

NS3 to see how well it worked. Despite the claimed benefits, it is discovered that the authors did not consider 
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Denial of Service (DoS) and MITM attacks during the security analysis, which could endanger the network's life. 

Due to the lack of ciphering and nonce, the system fails to provide privacy and message freshness for all 

transmitted messages. 

Paliwal has stated his concern over data integrity and confidentiality in IIoT networks [40]. The author 

stressed that sensitive data acquired by sensor nodes in WSN should only be available to those who need it. The 

article discusses the many available authentication systems as well as their flaws. Hash is used to achieve mutual 

authentication and key establishment while maintaining identity anonymity. Due to minimal computations and 

resilience to several significant attacks, the approach is lightweight and efficient. According to the author, the 

method has undergone formal and informal analysis and is pronounced secure for usage in an IIoT setting. Even 

though the method is said to be resilient, it does not guarantee privacy. Even though the method does not employ 

ciphering models, the intensive usage of hashes and the enormous quantity of messages sent overburdens the 

scheme. 

Chang et al. [41] devised an authentication system for WSNs to prevent unauthorized penetrations. Although 

it is said to be efficient and secure, it is complicated since it runs in two modes. By introducing a smart card-based 

authentication strategy for WSN, the authors have attempted to address the shortcomings of existing 

authentication protocols. Their suggested protocol employs two distinct algorithms to achieve two distinct sets of 

security features. To establish the resilience of their protocol, the authors conducted a formal security analysis 

using the Real-or-Random (RoR) paradigm. Their first protocol (P1) does not provide complete security solutions, 

whilst their first protocol (P2) is resource-intensive. Because IoT devices are typically resource-constrained, using 

this protocol can reduce the devices' and networks' active lifetimes. 

In [42], Gope et al. focused on the obstacles to implementing Industrial WSNs (IWSN). The authors designed 

a new mutual authentication system for IWSN's real-time data access applications, citing security as the most 

crucial concern. In their approach, the authors used exclusive-or, one-way hash, and physically unclonable 

functions (PUF), to mention a few. The security of the credentials is the key strength noted in the article, even if 

the adversary physically captures the sensor nodes. The approach includes important security features, including 

mutual authentication and integrity. Despite the advantages, the approach requires six messages to complete the 

session key, which is difficult for devices with limited resources. The number of bits sent in those communications 

is quite large, which raises the energy consumption threshold even higher. This massive energy usage has the 

potential to swiftly drain the energy reserves of IIoT nodes. Furthermore, the behavior of the schemes [41, 42] 

under the effect of a DoS attack is not detected, allowing adversaries to attack IIoT networks via hidden 

vulnerabilities. 

In summary, current approaches are vulnerable to well-known attacks (MITM, Known Key, and DoS, for 

example). They have large communication and computing costs, making them unsuitable for Industrial IoT 

networks. The Industrial IoT is a delicate application in which even a little incursion by an unauthorized node can 

result in significant and irreversible losses. As a result, a secure and efficient key exchange and mutual 

authentication approach must be used to protect access to the IIoT network. Table 1 summarizes the related works 

for security issues and applications in IIoT. 

There are other research investigations on the security of IIoT based on the 6G network. The authors in [33] 

offer a high-level overview of the role of trust, security, and privacy in 6G networks and the associated research 

difficulties. About four essential components of 6G networks, such as real-time intelligent edge computing, 

distributed artificial intelligence, intelligent radio, and 3D intercoms, this report concisely assesses new study 

fields and difficulties in security and privacy. Discusses security and privacy concerns with developing 

technologies such as artificial intelligence (AI), blockchain, quantum communications, Tera Hertz (THz) 

technology, Visible Light Communication (VLC) technology, and molecular communications. However, the 

authors in [43] thoroughly examine machine learning and privacy in 6G to accelerate the development of 6G and 

privacy-protection solutions. At the same time, the authors in [44] discuss unresolved concerns about the 
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applicability of physical layer security (PLS) in 6G systems and provide a complete road map of significant 

relevant studies on PLS. 

Table 1. IIoT Security Related Works Summary 

Citations Security issue Contributions shortcomings 

Li et al 

[37] 

Authentication for 

WSN-IIoT 

Authentication based on 

user's identity, password, and 

biometrics 

weak authentication 

validation 

Esfahani 

et al [38] 

M2M security in IIoT Use hash and ex-or 

operations during the 

authentication process 

inefficient energy utilization 

due to big mutual 

authentication 

Xiong et 

al [39] 

Authentication for 

IIoT Sensor network 

avoid unauthorized access 

due to the unsecured nature 

of the medium 

weak privacy and message 

freshness 

Paliwal 

[40] 

IIoT networks 

confidentiality 

Using Hash for mutual 

authentication and key 

establishment 

Weak privacy 

Chang et 

al [41] 

prevent unauthorized 

penetrations 

formal security analysis using 

the Real-or-Random (RoR) 

paradigm 

Reduces network device's 

lifetime 

Gope et al 

[42] 

authentication for real-

time IIoT 

Use exclusive-or, one-way 

hash, and PUF for mutual 

authentication 

weak against attack via 

hidden vulnerabilities, and 

high computation energy 

The security and privacy of IIoTs have been discussed by numerous researchers. To create a dependable, 

accessible, and secure Remote Patient Monitoring (RPM) system in the end, the authors of [45] suggested an 

integration of the IoT with healthcare facilities that are secure and privacy-preserving. The suggested solution 

offers end-to-end secure communications, secure RFID-based authentication, and privacy protection. The authors 

of [46] concentrated on how blockchain can assist 5G network applications in safeguarding execution integrity 

and proposed a low-cost and simple-to-implement blockchain-based execution protection strategy called 

NoSneaky. The inventors of [47] suggested a communication protocol that uses only symmetric key-based 

encryption, which offers incredibly lightweight yet strong encryptions to safeguard data transmissions. To fend 

off key reset and device capture threats, the symmetric keys created by this protocol are delegated based on a 

chaotic system, the logistic map.  

 A blockchain-based deep learning system with two degrees of security and privacy was provided by other 

authors [48]. To achieve the goal of security and anonymity, a blockchain system is first built in which each 

participating entity is registered, verified, and then validated utilizing a smart contract-based enhanced Proof of 

Work. Second, a deep learning system with the Bidirectional Long Short-Term Memory (BiLSTM) for intrusion 

detection and the Variational Auto Encoder (VAE) technique for privacy is built. The authors in [49] provided a 

timely discussion of how promissory 6G enabling technologies like artificial intelligence, network softwarization, 

network slicing, blockchain, edge computing, intelligent reflecting surfaces, backscatter communications, 

terahertz links, visible light communications, physical layer authentication, and cell-free massive multiple-input 

multiple-output (MIMO) will play a part in delivering the expected level of security and privacy. 
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5. PROTOTYPE MODEL (SYSTEM AND ADVERSARY)  

      The IIoT security based on the system prototype model consists of different IoT components in addition to the 

adversary model. Fig. 2 shows an internet-connected IIoT network that can be controlled and monitored. The IIoT 

architecture is made up of IoT sensor nodes installed on machines that connect with the CA and the cloud via a 

wireless bi-directional link. Through the cloud, the user has access to information. The system prototype model 

consists of the following devices. 

▪ WSN-IIoT network: Sensor nodes are installed on machines in the industry. The sensor nodes receive 

control signals from the operator (e.g., turn on/off the machine), collect data from machines (e.g., 

production count, machine temperature, pressure, etc.) and wirelessly relay it to the gateway using low-

power modules such as Zigbee (IEEE 802.15.4) and Z-Wave (a.k.a, ZW0500). 

▪ Gateway: Typically, a gateway is stationary and powered by the mains. The gateway serves as an 

intermediary between the smart IoT sensor node, the cloud, and the CA. It supports the IEEE 802.3 and 

IEEE 802.11 standards for data transmission via the Internet. The gateway authenticates the IIoT 

network's nodes before transferring their data to the cloud and vice versa. 

▪ Certification authority: The certification authority (e.g., Symantec, GeoTrust, and others) builds a 

database of the network's nodes and uses it to undertake mutual authentication before giving certificates 

to nodes. Each sensor node receives a unique implicit certificate from the CA, which they must use to 

create public and private keys. 

 

 

Fig. 2. An IIoT system model based on a mutual authentication key exchange method 

 

The Dolev-Yao adversary model recommended in [41, 50] has been used in the suggested approach. 

According to the threat model, the adversary can uncover the industrial network's flaws, which can then be 

exploited to exploit the industries' potential resources. Consider an IIoT-enabled smart automobile manufacturing 

business [51], where sensor nodes are used to monitor and control robotic arm activities, manage logistics, and 

identify raw material requirements at the warehouse, among other things. According to the Dolev-Yao adversary 

model, robotic industrial machines (nodes), logistics and warehouse network devices (gateway), and other IIoT 

devices are under threat. In the IIoT, an adversary can listen to all conversations between industrial nodes, 

gateways, and CA.  

An adversary can collect, modify, and replay network signals to gain privileged access to industrial robotic 

arms (e.g., welding, painting, transportation, and assembling), among other things. In addition, an adversary can 

pose as a legal industrial node to steal data from RFID tags. Physical capture of smart industry devices (nodes and 

gateways) is not conceivable because they are secured with physical locks and monitored by surveillance cameras. 

The adversary may attempt to change the lifetime of the expired authenticator to gain unauthorized access to the 
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industrial network and introduce malware into the industry's computerized production units. Furthermore, the 

attacker can intercept data sent between network entities to obtain security parameters that can be used to generate 

future secret keys, activate driverless cars, and so on.  

The adversary can create and inject new messages through the network to perform a DoS attack that prevents 

control orders from being sent to industrial machinery (e.g., warehouse storage sequencing error). To summarize, 

the opponent can obstruct the smooth and secure operation of production units, warehouses, and logistics, among 

other things. Financial and reputational harm, company interruption, and lower efficiency are all possible 

outcomes of hostile attacks. 

6. PROPOSED METHODOLOGY  

Multi-variable identifications (M-VIDs), which cannot be easily associated with the ID or tracked, must be 

assigned to defend against attacks related to identification. To satisfy these needs, this technique switches the 

fixed ID identification out for the regularly changing M-VID identifiers. Before sending the range to the UE, the 

serving network (SN) assigns a range of M-VID IDs to the User (D). The SN then starts the ID relocation process 

and gives the user two M-VID values, S and L, which stand for the range's start and length M-VID values. S 

stands for the range's start point, and L for the range's length. It is up to the network operator to specify the length 

K. The user reads the allocated range D as follows: The largest M-VID in D is (S+L), whereas the smallest M-

VID in D is S. The SN then randomly produces a new M-VID value between S and S+L whenever it needs to 

identify the user and adds it in the identification message that will be sent to the user. The user equipment also 

knows that the M-VID utilized for identification should remain between S+L and S.  

 

Fig. 3. The essential steps of sending and assigning of ID range to the user. 

 The SN incorporates the newly created M-VID value among S+L and S into the identification message that 

will be sent to the user. When the SN wants to identify the user, this occurs. The user checks the incoming M-

VID to see if it falls between S+L and L or not. If the received M-VID falls within the proper range, the user may 

respond and begin the service request procedure; if not, the user discards the message requesting identification. 

Fig. 3 depicts the allocation procedure and the user receiving the M-VIDs range.  

To implement the proposed solution some modifications must be executed in SN and user. As illustrated in 

the following subsections, we provide our proposed algorithms for both SN and user end.  
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6.1 The Proposed Algorithm in SN  

The proposed solution suggested values for all identifiers as shown in Table 2. A table called P-table contains 

M-VIDs for all users within its service region that have been added to the SN storage. One user's M-VIDs are 

stored in a tuple of P-tables, which include the fields VID, S, T, V, and V. The start and length M-VID values in 

the user-assigned range are denoted by S and L, respectively. The T represents the M-VID value that was most 

recently used to identify the user, whereas the V represents the M-VID value that the user most recently used to 

submit a service request. The SN furthermore maintains a list of M-VID ranges known as VID-pool. The VID-

pool is a table with columns S, L, and STATUS, as illustrated in Table 2. M-VID ranges' start and length M-TMSI 

values are stored in variables S and L, respectively. The STATUS next to each range indicates whether or not the 

range is available for use. When STATUS is set to 0, it means that the relevant range is available for use. The 

associated STATUS will be 1 for the given range. 

Table 2.  M-VID values in the proposed solution 

                   a- VID Pool                                                                b- P-table 

S L STATUS  VID S L T V 

S1 L1 1  VID1 S1 L1 T1 V1 

… … …  … … … … … 

Si Li 1  … … … … … 

… … …  VIDi Si Li Ti Vi 

SK LK 0  … … … … … 

… … …  … … … … … 

Sn Ln 0  VIDK SK LK TK VK 

The proposed scheme can be described using two phases: Setup and Manage M-TMSIs. 

A. Setup Phase (The Initial Allocation) 

The initial M-VIDs range allocation to users within the SN's service region is carried out during the setup 

phase. Only the initial execution of the Setup phase is performed, and it must be successful before the management 

phase is launched. The following are the main steps in the Setup phase: 

▪ VID-pool information initialization using M-VIDs: The SN executes the Initialize-Pool algorithm to 

initialize the M-VID-pool with the M-VID range bounds. 

▪ Give the users access to the M-VID ranges: Within its service area, the SN executes the Allocate Range 

algorithm for each user. 

▪ Provide the M-VID ranges to the users: The SN provides the bounds of the M-VID ranges assigned to 

the concerned users.  

B. Manage Phase (Monitor and Control)  

As depicted in Algorithm 1, the manage phase entails continuing actions and processes that include 

monitoring the M-VID-related service requests made by the user, the SN, and other SNs, and appropriately 

modifying the M-VID data at the SN. Through several methods for M-TMSI range allocation, re-allocation, and 
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de-allocation during the Manage phase, the SN manages the M-VID identities and preserves the consistency of 

the contents of the P-table and the M-VID-pool.  

• M-VID range Allocation: The SN allocates a new M-VID range D to the user after successful authentication 

runs.  

• M-VID range Re-Allocation: After a successful run of the Tracking Area Update (TAU) procedure, the SN 

determines whether to replace the M-VID range that is currently allocated to the user or to keep it. If the range 

currently allocated to the user will cause an M-VID collision, the SN replaces it with a new range.  

 • M-VID range De-Allocation: The SN de-allocates the M-VID range allocated to a user after a successful 

request.  

• M-VID Validation: When a user sends a request including an M-VID identifier to the SN, the latter verifies 

that the request is initiated by a genuine user using the Validate Request algorithm. 

6.2 The Proposed Algorithm for User  

The suggested scheme needs the user to be expanded to store the following four values: SUser, LUser, TUser, and 

VUser. The bounds of the M-VID range provided by the SN are stored in the SUser and LUser. The M-VID identities 

that the user most recently sent and received are kept in the TUser and the VUser respectively. Modifications about 

VID relocation, identification, and service request processes should also be made to the user's functionality.  

The user confirms that the embedded M-VID value within the identification message is within the appropriate 

range (VID is between SUser and SUser +LUser) and is distinct from the M-VID that was last delivered or received 

by the user after receiving an identification message request from the SN (TUser or VUser). If so, the user replies by 

submitting a service request and updating its TUser to the newly arriving VID identity. If not, the message request 

is ignored. Algorithm 2 shows the M-VID validation process. 

Algorithm 1: The Manage phase algorithm 

Input: The VID or ID identifiers of the user involved in the request and service request code 

1:  while true do 

2:    if request ='An Attachment' then 

3:        call Allocate-Range (VID) 

4:        call VID-Relocation-Procedure 

5:  end if 

6:    if request ='Tracking Area Update TAU' then 

7:         call ReAllocate-Range (VID) 

8:         call ID-Relocation-Procedure 

9:    end if 

10:    if request ='Request from the SN to forget about the User" then 

11:           call DeAllocate-Range (VID) 

12:    end if 

13:    if request ='Identification the User' then 

14:           call Identification-User (VID) 

15:    end if 

16:   if timer ='0' then 

17:    for each User whose timer is expired do 

18:                  call ReAllocate-Range (VID) 

19:                 call ID-Relocation-Procedure 

20:            end for 

21:    end if 

22:    if request ='Radio Resource Channel request with ID identifier' then 

23:                  call Validate-Request (ID) 

24:   if Auth = true then 

25:                       process the request 
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26:   else 

27:                      discard the request 

28:                  end if 

29:    end if 

30:   end while 

Algorithm 2: Identifying message validation algorithm 

Input: identifying message including the ID (VID) received from serving network    

1:  if (SUser ≤  VID  ≤ SUser +LUser) 

2:  if (VID ≠ TUser & VID   ≠ VUser)  

3:         update VUser = VID    

4:         initiate a service request   

5:   else 

6:         discard the request          

7:   end if 

8:  else 

9:    discard the request   

10: end if 

If a user certifies that it was the intended recipient of the identification message sent by the SN, the user starts 

a service request. To start a service request, the user first creates a new M-VID value at random (VIDUser), inserts 

it into the message to the SN, and changes VIDUser to TUser. Algorithm 3 describes the stages involved in a 

service request. 

Algorithm 3: Service Request Algorithm 

1:  create a random fresh MU such that: 

2:  SU≤ MU ≤ (SU + LU), 

3:  MU ≠ TU, and 

4:  MU   ≠ VU 

5:  update  TU = MU 

6:  initiate service request       

7. ANALYSIS AND DISCUSSION 

In the current IIoT architecture, a user is given an ID identifier to be able to be identified specifically 

throughout the identification process. The user's ID is always included in the identifying request message and sent 

to the user whenever the providing network wants to identify an idle user. The issue is that the allocated ID is kept 

for a long enough time for an attacker to connect it to the permanent identification ID of the user and use it to 

attach identifying communications to that user. 

As a result, the current identification process is not secure against user link-ability attacks. The properties of 

ID identifiers and the ID allocation mechanism are recommended to be improved, adding security performance 

and protecting against link-ability attacks. Each time a user is identified, a random VID identification is used, 

which ensures that an observer cannot connect the identifying request to the same user. 

7.1 The Key Features 

      In our proposed approach, the user is only required to perform a minimal amount of computation, with the 

serving network bearing the rest of the burden. We assert that the overhead is little since the SN has limitless 

computing capacity. We additionally assert that the user's calculation overhead is minimal. The delay time in SN 

and the user comparing by utilizing ID rose slightly due to the VID changing in every identification and random 

access. It nonetheless outperformed encryption techniques like ENC-ID. The VID enhanced the characteristics of 

ID identifiers by replacing it with the VIDs which added a high level of user privacy in IIoT networks. A new 

random VID is generated and consumed whenever a user is requested to be identified to the SN. This guarantees 
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that an observer cannot link the VIDs to a certain user, and hence prevents against tracking the user. As the VID 

changes in every request, the delay time increases slightly in the network and the user compared by using ID. 

However, it was better than an encryption method like ENC-ID. The delay time on SN and user by using the ID, 

VID, and ENC-ID. 

       Figures 4 and 5 display the delay time on SN and user utilizing the ID, VID, and ENC-ID. The identification 

process takes a little longer when M-VIDs are used than the normal technique because the identification (ID) is 

sent in clear text. While the identifying process takes longer with the encryption method. Because encryption 

methods require algorithms to encrypt and decrypt the ID with every identification operation, there was a greater 

time delay or overhead. Encryption and decryption tasks will take longer to complete in user and SN. In addition 

to that, each identifying procedure requires more time for the generation of encryption keys. 

 

Fig. 4: User identification overhead on SN. 

 

Fig. 5: User identification overhead on User. 

     Considering the features of system impact and Compatibility with IoT architecture, the proposed solution gives 

a minimal system impact, which is transparent to the intermediary networks because it does not call for 

modifications to the messages or the messaging infrastructure. Due to the minimum changes, it requires of the 

network parties, the solution can easily be compatible with the current IIoT architecture. 

7.2 Security Analysis 

The security of the solution is examined in this part in terms of unlinkability, anonymity, and untraceability. 

A. User Unlink-ability 

       Linkability is the potential for connecting different user identities. By making IIoT networks unlinkable, the 

proposed technique eliminates user linkability and defends users against tracking attacks. Instead of being given 

a permanent ID that can be traced and associated with a specific user, the user is given a series of temporary 

identities, or VIDs. As seen in Fig. 6, a new random VID is generated and used each time a user requests to be 
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recognized by the network. This ensures that a viewer cannot connect the VIDs to a specific user, preventing the 

viewer from tracking the user. 

B. User Anonymity 

      The suggested system offers a high level of confidence in preserving user identification. Since the ID is only 

accessible by the NS and the user and no other party on the network is aware of it, an attacker cannot know it. The 

ID is also never utilized or communicated. Because the NS changes the VID before being sent to the user, there 

is no way for an attacker to determine the VID given to a specific user. Until a user uses their VID for 

identification, the attacker is not made aware of their VID. It is important to note that the attacker cannot benefit 

from knowing a specific VID. The approach used by the suggested scheme about VID selection grants a user the 

right to protect their user anonymity and hinders attackers from doing so. The user can only use a VID once, 

therefore as soon as the network successfully identifies them, they are given a brand-new VID that is distinct from 

the one they were previously using. The brand-new VID given to the user is chosen randomly and has nothing to 

do with the VID that they utilized most recently. VIDs allocated to a specific user appear to an attacker to be 

random bit streams that cannot be connected to a specific user. As a result, the attacker is unable to identify the 

target user, and Fig. 6 illustrates the provision of the highest level of identity anonymity. 

 

Fig. 6: User privacy comparison between ID and VID. 

C. User Un-traceability 

     Traceability is the ability to track previous identity requests and responses coming from the same subscriber. 

The proposed method improves the properties of the pseudonyms and the methods for allocating them, which 

prevents user traceability and defends users from tracking attacks (TIDs). This makes it challenging for an 

observer to distinguish between identification requests and responses sent to the same user because the 

pseudonyms exchanged in the network appear random and unrelated from the observer's point of view. As a result, 

the user's untraceability is provided and the observer is unable to recognize the user's previous identification 

requests and responses. 

8. CONCLUSION 

   The issue of safeguarding the privacy of the identifying procedure in the IIoT network is addressed in this 

study with a practical solution. Through a secure identification technique that enables a user to be uniquely 

identified by the network while remaining anonymous within the network, the identifying procedure privacy is 

maintained, preventing adversaries from being able to monitor and identify the user. The benefit of the solution 

is that it is simple to integrate into the existing architecture and is compatible with current IIoT technology 

standards. With minimum changes at both the network and the user level, low computing overhead on the part of 

the network, and negligible calculation overhead on the part of the user, the proposed method protects the 

identifying procedure privacy in IIoT and ensures user un-traceability and unlink-ability. 
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Abstract— Mobile phones and telecommunications networks have recently played an important role in 

modern society. They are dispensable parts of our lives as they facilitate the way we communicate. 

However, apart from their benefit, their proliferation has some drawbacks as telephone networks can be 

exploited. For example, commercial calls can be made repeatedly to advertise companies’ products. These 

calls annoy customers because they promote products without considering customers’ interests. These 

unexpected calls not only cause a negative impact on the networks but also disturb mobile phone users. To 

confront this problem, the network administrators need some methods to detect the phone numbers that 

are used to make the harassment. Therefore, we proposed a solution based on machine learning 

classification models. Then the performance of some models, namely K-Nearest Neighbors, Decision Tree, 

and Logistic Regression, is compared. By applying the machine learning models, network administrators 

can identify and restrict malicious telephone numbers. 

Keywords: Telecommunications, Classification, Machine learning, Network. 

1. INTRODUCTION

This section introduces telecommunications networks and the issue of telephone harassment. It also shows

some information about machine learning and its algorithms. 

1.1 Telephone Harassment 

In recent years, mobile phones have become ubiquitous. With the advancement of technology, mobile phones 

help us in many aspects of our lives. For example, they enhance the ability to communicate frequently. Besides, 

telecommunications systems are expanding rapidly. Apart from 4G networks [1], the telecommunications vendors 

are also researching on 5G or 6G networks [2][3]. Fig. 1 depicts a simple telecommunications network with many 

subsystems such as Evolved Packet Core (EPC) [4], Public Switching Telephony Network (PSTN) [5], or 5G 

New Radio (5G NR) [6]. 

Fig. 1. A telecommunications system. 
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Nevertheless, the expansion of telecommunications systems and personal devices brings some things that could 

be improved. One of the issues is telephone harassment. Telephone harassment can come in many forms. They 

can be advertising calls to introduce some products which the customers do not care about. Another form is 

disruptive calls that clog the hotlines of companies. This type of attack is often performed automatically by pre-

programmed software. These malicious calls affect telecommunications networks and other mobile phone users. 

1.2 Machine learning algorithms 

There are some categories of machine learning algorithms: supervised algorithms, unsupervised algorithms... 

[7]. Supervised algorithms are divided into two types: classification and regression. While regression predicts the 

output values based on the input data, classification categorizes outputs into predefined values or classes. For 

example, predicting the price of a house is an example of regression, while determining whether an animal in a 

photo is a cat or a dog is an example of classification. Some classification algorithms are shown in Fig. 2. 

 

Machine Learning

Supervised Learning
Unsupervised 

Learning
...

Regression

Classification

Logistic Regression

Decision Tree

K-Nearest 
Neighbour

...
 

Fig. 2. Machine learning categories. 

2. MOTIVATION AND RELATED WORKS 

The advent of machine learning (ML) applications in telecommunications has recently attracted researchers' 

interest. In [8], the authors proposed a multi-layer model to determine the reasons for call failure. By analyzing 

the Call Detail Records (CDRs) [9], the model can classify problems into different failure categories, such as 

Charging Failure or Media Failure. 

Another novel topic is Security using Machine Learning. An intrusion detection method has been developed 

for multimedia platforms [10]. This intrusion detection method protects against flooding attacks, which can cause 

network congestion. Sammer [11] also proposed an ML-based approach for intrusion detection in Mobile Ad hoc 

Networks (MANETs). 

Regarding other topics, a manuscript [12] discusses the application of ML in analyzing customer behavior based 

on features such as age, gender, or annual income. Other ML applications were introduced in [13][14], which are 

about detecting fake data or predicting cryptocurrency prices. 

Therefore, we came up with the idea that Machine Learning models can mitigate the telephone harassment 

problem. By Applying machine learning models, network administrators can identify the malicious telephone 

numbers that cause problems for networks and users. 

3. CLASSIFICATION MODELS FOR TRACING MALICIOUS TELEPHONE NUMBERS 

3.1 Logistic Regression 

This classification model is based on the neural network concept [15]. The neural network consists of three 

layers: the input layer, the hidden layer, and the output layer. Each layer has some nodes which have their own 

weights. When the inputs are forwarded to a layer, the inputs are multiplied by adjusted weights to produce the 
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outputs of that layer. Finally, the output layer applies a binary activation function that can predict whether the 

result is 0 or 1. In the case of our study, the activation function suggests whether a mobile phone number makes 

telephone harassment or not. The Sigmoid function [16] is a suitable choice for the activation function because it 

is monotonic and its values range between 0 and 1. The Sigmoid function is defined as formula (1) and depicted 

in Fig. 3. 

 

 

Fig. 3. The Sigmoid function 

Fig. 4 depicts a neural network for the classification model. The input of the neural network is the matrix 

[N*M]. Each row of the input matrix represents a phone number and its attributes. While N is the number of 

mobile phone numbers that need to be examined, M is the number of attributes. For instance, if the number of 

calls per day and the average call duration are chosen as attributes, then M equals 2 in this case. It can be predicted 

that mobile phone numbers that make a significant number of calls with short call duration are the cause of 

telephone harassment. At the final layer, the output is the matrix [N*1]. Each row of the output matrix takes the 

binary value 0 or 1, which indicates whether the mobile phone number of this row makes telephone harassment 

or not. Thanks to this result, network administrators can impose restrictions on phone numbers that cause 

harassment. Fig. 5 shows an example of the evaluation with the neural network. 

 

 

Fig. 4. The neural network model 
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no  

Fig. 5. An example of the evaluation with the neural network 

3.2 K-nearest Neighbors 

K-nearest neighbors (KNN) is a popular supervised machine learning algorithm [17]. The idea of KNN is that 

the characteristic of a data point is similar to its closest neighboring points. K is the number of nearest neighbors 

to use. The distance between the given point and other points is calculated to determine which points are closest 

to a given data point. The distance between these points is calculated using Euclidean distance formula as follows: 

𝑑(𝑥, 𝑦) = √(𝑦 − 𝑥)2       (2) 

Fig. 6 illustrates the KNN algorithm. Fig. 6a shows the case where K = 1, and the data point is predicted as 

class 1 because its closest point belongs to class 1. In Fig. 6b, for K =3, among the three closest points of the given 

point, there are two class 2 points and one class 1 point. Therefore, the given point is predicted to be class 2. 

Applying the KNN algorithm to the problem of malicious telephone numbers, the vertical axis can represent the 

number of calls per day, whereas the horizontal axis can represent the average call duration, as can be seen in Fig. 

7. 

 

Fig. 6. The KNN algorithm 

 

Fig. 7. The KNN diagram 
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3.3 Decision Tree 

Decision Tree is a tree-structured classifier that is preferred for solving classification problems [18]. The initial 

node is the root of the tree, branches represent the decision rules, and leaves are the outcomes. Fig. 8 shows a 

model of a decision tree. 

Root node

Decision node Decision node

Leaf node Leaf node Decision nodeLeaf node

Leaf node Leaf node
 

Fig. 8. The decision tree model 

In a decision tree, the algorithm commences from the root of the tree. It evaluates the value of the data point 

using the condition in the root node. Based on this evaluation, the data point will follow a specific branch to the 

next decision node. In this decision node, the algorithm compares the data again and moves the point further. This 

process continues until the point reaches a leaf node of the tree. 

An example of the decision tree for harassment problems can be shown in Fig. 9. By analyzing the number of 

calls and the average call duration that a phone number makes per day; network administrators can predict whether 

this phone number is malicious or not. 

The number of calls per day < 50 

 The number of calls per day  < 100 

The average call duration > 10 seconds

Not malicious 
phone number

The average call duration > 20 seconds

Malicious phone 
number

Not malicious 
phone number

Not malicious 
phone number

Malicious phone 
number

Yes No

Yes No

Yes No Yes No

 

Fig. 9. An example of the decision tree 

4. EVALUATION OF CLASSIFICATION MODELS 

In this section, the KNN algorithm, decision tree algorithm, and the neural network with logistic regression are 

evaluated with the task of predicting malicious telephone numbers. A simulated dataset is prepared for this 

evaluation. The dataset is just some examples to compare and evaluate the performance of the classification 

models. The 10-fold cross validation is also applied to utilize the datasets for better results [19]. The 10-fold cross 

validation divides the initial dataset into 10 folds, then it uses 9 folds to train and the last fold is used for validation. 

This training procedure repeats 10 times, so each fold becomes a test fold once. 

It can be seen that the KNN algorithm has the best accuracy, while the decision tree algorithm’s accuracy is 

similar to that of logistic regression. Fig. 10 shows a decision tree for the dataset with 60 instances, while Fig. 11 

shows that of the dataset with 45 instances. In Fig. 10, the root node first checks whether the average call duration 
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exceeds 15 seconds. If the average call duration of a phone number exceeds 15 seconds, it can be inferred that the 

user makes normal conversation calls (indicated by “no”). On the other hand, if the average call duration is below 

15 seconds, the tree checks whether the number of calls per day exceeds 15. If the number of calls exceeds 15 

calls, it can be predicted that the phone number is malicious (indicated by “yes”). If the number of calls is 15 or 

fewer, the phone number is predicted to be expected. In Fig. 11, the tree’s decision progress is similar. 

Table 1: Comparison with the dataset of 60 instances 

Number of instances in the dataset Models Accuracy 

 

    60 instances 

Logistic regression 95% 

KNN (with K=3) 98.33% 

Decision tree 95% 

Table 2: Comparison with the dataset of 45 instances 

Number of instances in the dataset Models Accuracy 

 

   45 instances 

Logistic regression 95.566% 

KNN (with K=3) 97.778% 

Decision tree 95.566% 

 

 
Fig. 10. The decision tree of the dataset with 60 instances 

 
Fig. 11. The decision tree of the dataset with 45 instances 

5. CONCLUSION 

The malicious telephone numbers can harm the telecommunications network and disrupt the experience of 

mobile phone users. Machine learning classification algorithms can facilitate tracing these malicious telephone 

numbers. Network administrators can detect suspicious telephone numbers and impose restrictions on them thanks 

to these algorithms. In this manuscript, a simple comparison is conducted with the KNN algorithm, the Decision 

Tree algorithm, and the neural network with Logistic Regression. 
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Abstract— Precise crowd counting is critical to public safety and smart city planning since it solves the 

problems associated with the time-consuming manual counting of people in photos and videos. Transfer 

learning has become a key building block for improving crowd counting techniques, especially when used 

to Convolutional Neural Networks (CNNs). Because pretrained models already know the pertinent weights 

and architecture, using them in transfer learning minimizes computational demands and shortens training 

time. This paper presents a crowd counting method with an emphasis on optimizing the VGG16 model 

with a mall dataset. The results show that using VGG16 for transfer learning leads to higher performance 

when compared to more modern methods like AdaCrowd and PSSW models. In addition, the paper 

highlights how adaptable our proposed method is and how well it can transfer knowledge from one dataset 

to another.  

Keywords: Crowd Counting, VGG16, Enhanced Performance, Smart Cities, Public Safety, 

Convolutional Neural Networks (CNNs) 

1. INTRODUCTION

Crowd counting is a challenging task in computer vision that involves estimating the number of people present

in each scene or image. It has a wide range of applications, such as traffic monitoring, crowd management, and 

security surveillance. The computer vision community has recently given crowd counting much attention, and 

several solutions have been put out to address this issue [1]. Traditional approaches to crowd counting involve 

manually designing features and using handcrafted algorithms for counting people [2]. However, these methods 

often suffer from low accuracy and scalability issues when dealing with complex scenes with many people. With 

the recent advances in deep learning, there has been a shift towards using deep neural networks for crowd counting 

[3]. The most advanced solution for this task is now deep learning-based, thanks to their impressive performance 

in crowd counting [4]. 

Deep neural networks require large amounts of labelled data to achieve high accuracy. However, collecting and 

annotating a large crowd counting dataset is a challenging and time-consuming task. Furthermore, the diversity and 

complexity of real-world crowd scenes make it difficult to capture and label all possible scenarios [5]. Therefore, 

transfer learning, a technique that enables the transfer of knowledge from one task to another, has become a popular 

approach in deep learning-based crowd counting [6].   

Transfer learning can be used to leverage pre-trained deep neural networks that have been trained on large-scale 

datasets such as ImageNet [7]. The pre-trained models have already learned to recognize high-level features such 

as edges, shapes, and textures, which are also relevant to crowd counting. By fine-tuning the pre-trained models on 

a small crowd counting dataset, we can achieve high accuracy with limited labeled data [1]. This approach can 

significantly reduce the time and effort required for collecting and labeling crowd counting data [5]. In recent years, 

various pre-trained models have been proposed for transfer learning-based crowd counting. Among them, VGG16, 

a deep residual network with 16 layers, has shown promising results in several computer vision tasks.[8]. VGG16 

has achieved state-of-the-art performance on the ImageNet dataset, and its deep architecture allows it to capture 
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with Transfer Learning 
Marwah M. Ahmeed1 and Othman O. Khalifa2 
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high-level features in complex scenes [4]. Therefore, we propose to use VGG16 for transfer learning-based crowd 

counting in this research. 

2. RELATED WORK  

Crowd counting has become a crucial computer vision problem in recent years, with applications found in a variety 

of fields including public safety, event management, and surveillance. Scholars have investigated a range of 

approaches to improve the precision and effectiveness of crowd counting models. This section examines seminal 

research that addresses the problems related to crowd counting by utilizing Convolutional Neural Networks 

(CNNs) and transfer learning approaches. Early crowd counting research frequently used conventional computer 

vision methods. But the emergence of deep learning—and CNNs in particular—marked a paradigm change in this 

field. In a groundbreaking study, [5] presented the application of a multi-column CNN architecture for crowd 

counting.  

This established the groundwork for later research to investigate CNNs' capacity to manage complicated 

scenarios with a range of pedestrian sizes. Khalifa et al. [15] explored transfer learning for crowd counting using 

ResNet50 on the Mall dataset. While transfer learning reduced the computational burden and training time, the 

results showed mediocre Mean Absolute Error (MAE) and Mean Squared Error (MSE) compared to other recent 

techniques. Further improvements are required to make this approach more beneficial. However, it's worth noting 

that not all transfer learning approaches yield the same results. Additionally, Feng et al. [9] proposed a new deep 

learning model called Spatiotemporal Convolutional LSTM (ConvLSTM) for crowd counting in videos. This 

model captures both spatial and temporal dependencies in crowd counting videos and has shown improved 

accuracy compared to traditional ConvLSTM models.  

Table I. Summary of Related Work 

 

Authors/ 

Year 

Methodology Strengths Limitations 

Yingying, et 

al, 2016 [18]. 

Multi-column CNN for 

single-image crowd counting 

(MCNN) 

Effective for estimating crowd 

counts from single images 

Limited to single images; 

may not capture temporal 

dynamics in videos 

Deepak, et al, 

2017 [10].  

 

Switch-CNN Improved accuracy through 

fine-tuning 

Limited to specific 

architecture (VGG16) 

Vishwana, et 

al,  (2017 [11] 

Contextual pyramid CNN for 

generating crowd density 

maps(CP-CNN) 

High-quality crowd density 

maps; Improved accuracy 

May require large-scale 

datasets for pre-training 

Yuhong, et al, 

2018 [12].  

CSRNet with dilated CNNs 

for congested scenes 

State-of-the-art accuracy and 

efficiency 

May require extensive 

computational resources 

Feng, et al, 

2017 [9]. 

Spatiotemporal ConvLSTM 

for crowd counting in videos 

Captures spatial and temporal 

dependencies; Improved 

accuracy 

May be computationally 

intensive 

Mahesh, et al, 

2021 [17[. 

 

AdaCrowd Adapts crowd counting models 

to new, unlabelled target 

scenes using adversarial 

learning; Overcomes lack of 

labelled target data 

Adversarial learning 

complexity; Network 

training complexity 

Zhen, et al, 

2020 [16].  

PSSW Accurate crowd counting with 

limited labelled data 

Framework complexity; 

May require substantial 

computation 

Khalifa, et al, 

2022 [14]. 

Transfer learning with 

ResNet50 on Mall dataset 

Reduced computational 

burden; Faster training 

Mediocre performance 

compared to other 

techniques; Further 

improvements needed 

Lijia Deng       

Yudong Zhang 

(2020), [13]. 

FOCNN Superior performance in low-

density scenarios 

Limited applicability to 

specific crowd scenarios 
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Furthermore, Zhao et al. [16] proposed an active learning framework for crowd counting that combines several 

innovative components, including partition-based sample selection, density regression module, domain 

classification module, and Mix-up regularization. This framework enables accurate crowd counting with very 

limited labelled data.  

Lastly, Reddy et al. [17] introduced AdaCrowd, a method that addresses the challenge of adapting crowd 

counting models to new, unlabeled target scenes. It leverages unlabeled target data during training and employs 

teacher-student learning framework combined with an adaptation module based on adversarial learning. These 

studies [9,14,16,18] provide valuable insights and methodologies for applying transfer learning in crowd counting 

tasks. They highlight the importance of leveraging pre-trained CNN architectures and fine-tuning them on crowd 

counting datasets to achieve improved accuracy while reducing training time and computational complexity.  

Table 1 shows the summary of the methodology and advantages and disadvantages of published articles that 

are used as references for this literature review. 

3. METHODOLOGY AND PROPOSED SOLUTION   

In this work, a methodical strategy utilizing Convolutional Neural Networks (CNNs) and Transfer Learning is 

used to improve crowd counting performance. Figure 1 shows the proposed Solution.  

 

Fig. 1. Proposed Solution 

A. Dataset Acquisition 

The Mall dataset, a collection of surveillance images captured from a shopping mall, was obtained from 

https://paperswithcode.com/dataset/mall. The Mall dataset contains 2000 annotated images, and all images have 

a resolution of 320 x 240 each accompanied by a corresponding crowd count label. These labels accurately depict 

the number of individuals present within each image, ranging from a minimum of 11 people to a maximum of 53 

people. The dataset's comprehensive annotations facilitate supervised learning, allowing us to train and evaluate 

crowd counting models effectively. 

B. Data Augmentation 

To enhance the model's generalization capabilities and reduce overfitting, various data augmentation techniques 

were employed, including Rotation, Scaling, and flipping. These techniques increase the diversity of the training 

data, enabling the model to learn robust features. 

C. Image Preprocessing 

 Preprocessing the images is essential to optimize model performance. The   following preprocessing techniques 

were applied to the images: 

Resizing: All images were resized to a fixed dimension (e.g., 224x224 pixels) to ensure uniformity and 

compatibility with the VGG16 model architecture. 

Rescale (Pixel Rescaling): This operation involves rescaling pixel values to a specific range, such as [0, 1]. It 

is typically expressed by the equation for each pixel. 

If X is the original pixel value and X_rescaled is the rescaled pixel value:  X_rescaled=X/255      

ZCA Whitening: ZCA Whitening is a method that reduces data variance and enhances data quality. Feature-

wise Standardization normalizes the distribution of features in the dataset, ensuring that each feature has a mean 
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of zero and a standard deviation of one. Sample-wise Standardization normalizes data on a per-sample basis. It 

ensures that each sample in the dataset has a mean of zero and a standard deviation of one. 

D. Model Architecture Design 

The selection of an appropriate model architecture significantly impacts the crowd counting system's 

performance. In this paper, an enhanced VGG16 model, a deep convolutional neural network renowned for its 

effectiveness in computer vision tasks, was chosen as the backbone architecture. Figure 3 shows the VGG16 

model after it was modified. 

 

 

Fig. 2. Image Preprocessing view. 

4. RESULTS ANALYSIS    

To evaluate the performance of crowd counting models, mean absolute error (MAE) and mean squared error 

(MSE) are the most used parameters. MAE and MSE are defined as 

 

𝑀𝐴𝐸 =
1

𝑁
∑ |𝑦𝑖 − �̂�|𝑁
𝑖−1                 

𝑀𝑆𝐸 =
1

𝑁
∑ (𝑦𝑖 − �̂�)2𝑁
𝑖−1               

Where N is the number of test images 

y_i is the number of actual people in the image and 

 y ̂ is the number of people estimated to be in the image 
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Fig. 3. Modified VGG-16 Architecture 

4.1 Simulation Parameters Setup 

A meticulous enumeration and elucidation of the parameters adopted are imperative. These parameters should 

be systematically presented in a table, accompanied by a clear elucidation of the type of Convolutional Neural 

Network (CNN) employed and its specific configurations. Table II shows the Optimized Parameters 
 

Table II. Optimized Parameters 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Parameter Range 

CNN Type VGG16 

Mini Batch Size 32 

Optimizer ADAM 

Initial Learn Rate 0.001 

Beta 1 0.8 

Beta 2 0.95 

Number Of Epochs 50 

Number Of FC Layers 2 
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4.2 Finding and Outcome 

The model is trained for 50 epochs and the model achieves 1.6 MAE, 4.1 MSE, 5.3 MAPE, 2.0 RMSE and   

0.915 𝑅2. Figure 4 & 5 shows the deployment of the trained model in Smart City Dataset. However, the predicted 

count is more than the actual count. 

5. COMPARATIVE PERFORMANCE ANALYSIS     

The comparative performance analysis is shown in the table. Each method's performance is measured using 

metrics like Mean Absolute Error (MAE) and Mean Squared Error (MSE). Interestingly, the proposed method 

works better than the current methods, obtaining lower MSE and MAE values and indicating improved crowd 

density estimation accuracy. However, this paper offers insightful information about how well the strategy offered 

performs when compared to cutting-edge techniques from various years of publication. 

Figure 6 shows the deployment of the trained model in the Beijing BRT dataset. However, the predicted 

count is less than the actual count. 

 

Fig. 4. An image Smart city dataset 

 

Fig. 5. An image Smart city dataset 
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Fig. 6. An image of the Beijing BRT dataset 

 

Fig. 7. An image from the College of Electronic Technology Bani Walid, Libya 

Table III.  Comparative Performance Analysis of Crowd Counting Methods 

Methods MSE MAE YEAR 

AdaCrowd [17] 5 4 2021 

MCCN [18] 8.5 2.24 2016 

PSSW [16] 5.4 3.8 2020 

Bidirectional ConvLSTM [9] 7.6 2.10 2017 

ResNet50 with transfer 
learning   [14] 

15.5 3.31 2022 

Proposed Method 4.19 1.60 2023 
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6. CONCLUSION 

Crowd counting is a critical component of smart city planning and public safety. The conventional manual 
counting methods are resource-intensive, prompting the adoption of advanced techniques like transfer learning via 
Convolutional Neural Networks (CNNs) for crowd counting. This paper contributes to the field by presenting an 
innovative approach using the VGG16 model fine-tuned on a mall dataset. Transfer learning is known to be 
effective for problems involving crowd counting, providing significant computational and training time savings. 
Utilizing a pretrained model with predetermined weights and architecture, like VGG16, offers a strong basis for 
precise assessment of crowd density. The finding presented in this paper demonstrates the effectiveness of the 
proposed method and validate its efficacy. 
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Abstract—In this paper, the development and implementation of an electronic nose (e-nose) system 

utilizing the MQ sensor series from MOS-type gas sensors to classify mango gold susu ripeness is 

presented. The system's performance was enhanced through machine learning techniques, including 

Principal Component Analysis (PCA) for data dimensionality reduction and Support Vector Machine 

(SVM) for classification. The SVM classifier demonstrated high accuracy, particularly in identifying 

unripe and overripe mangoes, with accuracy scores of 1.00 and 0.99, respectively. A comprehensive 

database of volatile organic compound (VOC) profiles was established, leading to a precise prediction 

model for assessing the different stages of ripeness based on the mango’s VOC profile. 

Keywords: e-nose, VOC, Support Vector Machine, Principal Component Analysis 

1. INTRODUCTION

The fundamental solution to food waste is precise ripeness evaluation, which can prevent premature disposal

and delayed consumption. Fruit ripeness has been determined manually by experienced farmers using fruit 

external characteristics such color, shape, firmness, and defect after post-harvest. As a result, only skilled and 

experienced farmers possess the ability to discern between different phases of fruit maturity using their own 

judgment. Diverse classifications for various fruits arise from the fact that professionals and farmers often evaluate 

ripeness classification in various manners based on their personal knowledge and experiences [1]. Consequently, 

human error may lead to inconsistencies in fruit maturity classification, impacting the quality control process. 

Therefore, there is a need for sophisticated, non-destructive alternatives since conventional quality control 

methods have limitations. These alternative methods offer less damage to fruits by utilizing characteristics such 

as aroma, color, and firmness for assessment. Various non-destructive techniques, such as NIR spectroscopy, 

electronic nose (e-nose), and RGB color sensors, have been explored to classify fruit ripeness stages accurately. 

Studies by Aghilinategh et al. [2] and Sabzi et al. [3] highlight the effectiveness of non-destructive methods like 

NIR spectroscopy and aerial video for fruit ripeness classification based on color. High accuracy levels, up to 

97.88% for apple maturity classification, demonstrate the reliability of these techniques. Additionally, research 

by Baeitto and Wilson [4] emphasizes the role of fruit aroma in determining fruit quality and ripeness. E-nose 

instruments have shown promising results in accurately classifying ripeness stages for various fruits like 

blueberries, bananas, and apricots. The use of non-destructive methods, particularly e-nose technology, proves to 

be more effective, rapid, and non-damaging compared to traditional methods. This work will delve further into 

the usage of e-nose technology in monitoring the ripeness of mango gold susu, one of the common mangos in 

Malaysia. The main structure of an e-nose is illustrated in Fig. 1. Primarily, the e-nose systems are composed of 

a sensor array, a signal transducer, and a pattern recognition engine. 

Fig. 1 shows that the sensor array is used to detect odor or in this work, the VOCs, generating and identifying 

the odor “fingerprint”. However, unlike an olfactory system of mammals that has multiple receptor cells, the 

number of sensors for most electronic systems is limited. 
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Nur Irdina Fakhrul Anwar, Nor F. Za’bah*, and Aliza Aini Md Ralib 
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Fig. 1. An e-nose system [5] 

2. METHODOLOGY 

The methodology of this work involves a systematic four-step process, as shown in Fig. 2. In the first step, 

which is the data acquisition, the 6-MQ sensor array collects the VOC data within a controlled chamber to capture 

the volatile compounds emitted by the mangoes. The sensor, known for its versatility, cost-effectiveness, and 

sensitivity to various gases, is often used for gas detection in environmental monitoring and industrial settings. As 

mentioned before, the VOCs will go through the MQ series of sensors, which will detect the targeted gas and 

produce changes in its resistance. Table 1 shows the list of the 6 MQ sensors used in this work with the targeted 

gases. 

 

 

Fig. 2. The block diagram for the e-nose system for this work. 

Table 1 - List of 6 MQ Sensors used for the e-nose system 

 

Label Sensor Targeted Gases 

S1 MQ-2 

Methane 

Butane 

LP Gas 

Smoke 

S2 MQ-3 Ethanol 

Alcohol 

S3 MQ-4 Methane 

S4 MQ-7 Carbon Monoxide 

S5 MQ-8 Hydrogen Gas 

S6 MQ-135 

Ammonia 

Benzene 

Carbon Dioxide 
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This raw sensor data is then subjected to the pre-processing step, where an Arduino is employed for Analog-

to-Digital Conversion (ADC). Additionally, baseline manipulation is performed on the raw e-nose data to 

normalize it, minimizing the impact of factors like temperature, humidity, and temporal drifts. Following pre-

processing, the third step involves data classification utilizing Principal Component Analysis (PCA) and Support 

Vector Machines (SVM). PCA is employed to analyze data behavior and groupings, while SVM is used for 

training and classification. Finally, in the output step, this work employs three different colored LEDs, and an 

LCD connected to the Arduino, to produce the visual output where each color of the LED represents a specific 

ripeness category. 

Fig. 3 shows the ripening stage of the mango fruit. Sample A's first batch of mangoes was in its early ripeness 

stage. After approximately seven days of storage, sample A became ripe, with a bright yellow color and a soft 

texture i.e. sample B. Then, overripe phases which took around five days, caused the mangoes to have a dark 

yellow color and a softer texture (sample C). Hence, we can safely say that the skin color and texture of the 

mangoes contributed to the assumption that they were at different stages of maturity. The machine learning model 

will categorize these samples by testing them with the e-nose setup. 

 

 

Fig. 3. The mango gold susu ripeness stages – unripe (sample A), ripe (sample B) and overripe (sample C) 

2.1 Data Acquisition 

On top of the array of sensors, the hardware configuration also consists of a smart digital thermometer and 

hygrometer for the recording of temperature and humidity. In order to calibrate the sensors for the first time, the 

sensors were preheated through electricity for 48 hours. After the calibration process, the MQ gas sensors must 

be preheated again for at least 30 minutes for the data collection to ensure the stability of the readings. This is 

based on the preliminary study that was carried out to guarantee that sensors’ responses were stable during the 

data collection. This study is performed by comparing the sensor’s reading obtained after 15 minutes against after 

30 minutes. As shown in Fig. 4, it can be seen that notably, the sensors’ readings were substantially more constant 

after 30 minutes.  

Next, different types of VOCs produced by the mangoes during the three stages of ripening are collected. An 

airtight acrylic container is used in order to confine all the gas emitted from the mangoes. Three mangoes from 

each category were prepared for the data acquisition phase. Each mango was placed inside a container, and the 

sensors collected the information for 15 minutes, generating approximately 120 datasets per category.  
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Fig. 4. MQ gas sensors’ readings at the interval of 15 minutes vs 30 minutes 

2.2 Data Pre-processing and Data Classification 

The primary function of the Arduino microcontroller is to perform the Analog-to-Digital Conversion (ADC) 

procedure, which converts analog signals from the gas sensors into a digital format that can be classified. The 

constant analog signals generated by the gas sensors indicate the concentration of the gases they have detected. 

The Arduino code uses digital representations ranging from 0 to 1023 in a 10-bit ADC as the input data for the 

data classification stage. 

A sample dataset's data analysis and classification are performed using PCA and SVM algorithms using 

PyCharm. PCA handles high-dimensional datasets and separates classes, especially in non-linear relationships. 

By reducing the dimensionality of the feature space while retaining essential information, PCA aids in uncovering 

the underlying patterns and structures in the MQ sensor readings. Fig. 5 illustrates the block diagram for the data 

analysis and classification. This work aims to use PCA for data grouping, while SVM is used for training and 

classification. PCA reduces the computational load on SVM during pre-processing, ensuring an efficient 

framework for precise ripeness evaluation based on the MQ sensor readings. The classification is based on three 

levels of mango ripeness: unripe, ripe, and overripe. 

Fig. 5. The block diagram for data analysis and classification 

Several measures such as accuracy, precision, recall, and F1 score may be used to assess the SVM model's 

performance. However, in this work, the accuracy parameter is employed. The formula for the accuracy is 

as shown in Eq. (1) where: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑁 + 𝐹𝑃

(1) 
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In this work, the definition of the accuracies are as follows: 

• True Positives (TP): SVM correctly predicts positive classes, identifying some fruit as ripe when 

it is indeed ripe in ripeness assessment. 

• True Negatives (TN): SVM correctly predicts negative classes, identifying some fruit as unripe 

or overripe when it is indeed unripe or overripe in ripeness assessment. 

• False Positives (FP): SVM incorrectly predicts positive classes, mistakenly identifying an unripe 

or overripe fruit as ripe in ripeness assessment.  

• False Negatives (FN): SVM incorrectly predicts negative classes, mistakenly identifying a ripe 

fruit as unripe or overripe in ripeness assessment. 

3. RESULT AND DATA ANALYSIS 

The illustration in Fig. 6 depicts significant distinctions in the sensors’ responses corresponding to different 

ripeness stages. The data trends provide a solid foundation for the SVM model that allows it to classify the 

stages of ripeness.  

 

Fig. 6. Signal responses of the MQ gas sensors based on three stages of ripeness 

3.1 Principal Component Analysis (PCA) 

The output of the PCA analysis was promising, as shown in Fig. 7. The first principal component (PC1) 

explained a significant 59.54% of the variation in the sensor data. This indicates that the data has a dominant 

pattern or structure that PC1 is able to capture well in accordance with the three stages of ripeness. The 

second main component (PC2) accounted for an extra 23.19% of the variation, providing further information 

about the data's underlying structure. Significantly, by focusing simply on the first two main components, 

we were able to capture 82.73% of the overall data variability. 

 

 
  

Fig. 7. Training Data Variance Ratio via PCA 
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The clustering patterns of the PCA model for mango ripeness classification are represented by a two-dimensional 

(2-D) scatter plot that shows individual mango samples as data points, with each color designated by numbers 0,1, 

and 2 representing different state of ripeness which are unripe, ripe, and overripe, respectively. This 2D plot 

reveals how the PCA model manages data based on the combined input gathered from particular MQ gas sensors. 

Data from the sensors are divided into three feature sets, namely: 

Feature 1 which is the combination of MQ3, MQ4, and MQ7 (Fig. 8a) 

Feature 2 which is the combination of MQ2, MQ8, and MQ135 (Fig. 8b) 

Feature 3: which is the combination of all sensors. (Fig. 8c) 

 

(a) (b) 

 
 

(c) 

 

Fig. 8. 2-D graph plot of PCA clustering (a) Feature 1 (b) Feature 2 (c) Feature 3 

3.2 Support Vector Machine (SVM) 

Similar to the PCA clustering visualizations, the SVM model's decision boundaries for the ripeness 

classification are plotted in three independent 2-D graphs, as shown in Fig. 9. The decision boundaries created by 

the SVM model are reflected by the hyperplanes that divide the different ripeness classes based on the data 

collected from sensors.  
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(a) (b) 

  
 

(c) 

 

Fig. 9. 2-D graph plot of SVM Decision Boundaries for (a) Feature 1, (b) Feature 2, (c) Feature 3 

3.3 Classification 

Using the testing data sets, the SVM model achieves a perfect accuracy of 100% in classifying the unripe 

category when utilizing all three features. This demonstrates that the model successfully learnt and incorporated 

the sensor data patterns to distinguish the unripe mangoes. However, both Feature 1 and Feature 2 failed to 

classify the ripe mango samples. This suggests that the sensor combinations did not offer enough information for 

the algorithm to correctly detect ripe mangoes. Nonetheless, the usage of Feature 3 resulted in an accuracy of 

73% in detecting the ripe samples. Overall, as shown in Table 2, the accuracy of the e-nose system using the 

SVM model with Feature 3, which incorporates all six sensors, varies depending on the ripeness class. The system 

achieved accuracy rates of 100% for unripe, 73% for ripe, and 99% for overripe samples. 

Table 2. The accuracy of SVM based on the three different sets 

Ripeness Feature 1 Feature 2 Feature 3 

MQ7, MQ4, MQ3 MQ2, MQ8, and MQ135 All sensors 

Unripe 1.00 1.00 1.00 

Ripe 0.00 0.00 0.73 

Overripe 1.00 0.00 0.99 

 

Three mango samples were used to test the mango ripeness classification using the Feature 3 model. As shown 

in Table 3, all three test samples—A1, B1, and C1—were accurately identified according to their respective 

ripeness stages. During the testing process, the sensor readings were recorded alongside the humidity and 

temperature values. The test was then repeated with another different set of three mango samples, yielding similar 

results. 
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Table 3. Datasets of the test samples 

Sample MQ2 MQ3 MQ4 MQ7 MQ8 MQ135 Humidity 

(%) 

Temp 

(oC) 

Outcome 

A1 270 215 408 143 217 307 92 30.0 Unripe 

B1 267 205 362 170 241 319 89 29.2 Ripe 

C1 266 194 366 161 258 316 89 29.4 Overripe 

4. CONCLUSION

In this work, 6 MQ sensor series from the MOS-type gas sensor was utilized to build an e-nose system, which 

has been successfully implemented in classifying the mango gold susu ripeness stages. In addition, the system's 

performance in the classification phase using machine learning techniques by identify the VOCs combination for 

each stage has been demonstrated using PCA and SVM. In conclusion, a comprehensive database of VOC profiles 

for mangoes at different ripening stages has been compiled, and a predictive model to evaluate the mango ripeness 

based on these VOC profiles has been developed using statistical learning approaches. Based on the Feature 3 

model, the e-nose system has demonstrated that it can accurately classify various stages of mango ripeness, 

achieving precision comparable to that reported in previous studies. 
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Abstract— This paper discusses the challenges in developing a high-efficiency driver circuit for an 

ultrasonic cleaning system. The main issue lies in finding the suitable driver circuit and drive signal to 

ensure the correct frequency level for the ultrasonic transducer. This difficulty affects the removal of 

contaminants from inaccessible areas due to the inability to control cavitation bubbles. To address these 

problems, the authors studied the behaviour of piezoelectric transducers and designed driver and output 

power circuits. The LTspice XVII software was used to design and simulate various circuits, and it was 

found that trapezoidal pulses were the most suitable drive signals for avoiding power loss and achieving 

reasonable efficiency. The generated output frequency of 38.6 kHz provides sufficient energy for cleaning 

various small metallic items like jewellery, wristwatches, glasses, etc. The findings of this study will be 

helpful for those conducting research in this area in the future. 

 
Keywords:  Ultrasonic, Piezoelectric Effect, Ultrasonic Transducer and Megasonic Transducer. 

1. INTRODUCTION 

Ultrasonic cleaning systems use sound waves generated by converting mechanical energy into electrical energy. 

The frequency of these waves ranges from 20 kHz to 170 kHz and depends on the specific application. A typical 

system consists of a tank filled with a liquid solvent, cleaning items, and a driver circuit or ultrasonic vibration 

generator. The driver circuit drives a piezoelectric transducer, which produces the ultrasonic waves. The design 

of the circuit can vary, but the ultimate goal is to create cavitation bubbles, which are essential for removing 

contaminants from the items. A basic block diagram of an ultrasonic cleaning system is shown in Fig. 1.  

 

Fig. 1 Basic block diagram of an ultrasonic cleaning systems 

In general, an electrical generator, an ultrasound transducer and a cleaning solvent tank are the fundamental 
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Coupled Un-Tuned and Tuned Power Derivative 

Circuits for Ultrasonic Cleaning System 
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elements of an ultrasonic cleaning system. The leading tank designs in the business are heavy-duty, with a range 

of shapes and sizes ranging from 1 to 200 gallons, all in stainless steel. However, as time passed with technology 

evolution, many researchers in the field of electronics have performed studies to enhance the performance of 

ultrasonic cleaning, in which their testing methods focus on the nature of power circuits, controls and optimum 

frequency of activity for ultrasonic cleaning systems. The historical overview of ultrasonic cleaning traces its 

origins to the early 20th century. It highlights the pivotal role played by Paul Langevin’s invention of the Langevin 

transducer in 1917, which laid the foundation for subsequent research and development in ultrasonic applications. 

The concept of sonochemistry, introduced by Wood and Loomis in 1927, further solidified the scientific 

understanding of ultrasonic cleaning and its underlying mechanisms. The emergence of the system can be seen to 

revive around the 1950s when several companies in the USA and UK started to develop and utilize it in their 

factory for unknown reasons [1]. 

In earlier systems, items were cleaned in a multi-tank process involving chlorinated solvents, pre-washing, and 

ultrasonic cleaning. Today, the cleaning process is typically streamlined, with contaminated items directly 

immersed in a solvent tank for complete cleaning, including cavitation. While the basic steps remain similar, 

advancements in solvents and operational frequencies have improved efficiency and effectiveness. 

Traditional cleaning methods are used in various industries, including the heavy industry, food industry, 

medical instruments, clothing, and textiles. These methods often involve using hot solvents, detergents, or 

pressurized jets to remove contaminants [2]. However, many of these methods have limitations, such as 

environmental concerns associated with chlorinated solvents or the need for additional sterilization steps in 

medical applications. 

The difference between ultrasonic and Megasonic cleaning is their frequency ranges. Ultrasonic cleaning 

typically operates between 25 and 270 kHz, while megasonic cleaning uses frequencies between 430 and 5 MHz 

[3]. It has a noticeable impact on the fluids. Random cavitation happens throughout the cleaning solution for 

ultrasonic washing since it requires lower frequencies, which later will automatically allow the cleaning force to 

reach all of the manually inaccessible areas. In comparison, the high frequencies of Megasonics induce fluid 

motions that contribute to stable cavitation without implosion, which differs from ultrasonic, where the cavitation 

is transient or cyclical. This implies that the cleaning happens in a line-of-sight manner, allowing only the side of 

the portion in front of the transducer to be cleaned [4]. The lower frequencies of ultrasonic cleaning are more 

suitable for general cleaning applications, while megasonic cleaning is often used for precision cleaning tasks, 

particularly in the electronics industry. 

Ultrasonic cleaning applications are wide as they compromise the cleaning of dentures, 3D printing, textiles 

and many others. Even though higher frequency positively affects cleaning quality, the frequency of ultrasonic is 

not something to belittle. According to [5], the industrial ultrasonic cleaning frequencies are usually 20 kHz to 80 

kHz, as frequencies beyond 100 kHz are suitable for precision cleaning. Megasonics, on the other hand, are 

particularly helpful in extracting sub-micron particles from flat surfaces. It is typically used mainly in the 

electronics industry to prepare silicon wafers at a relatively low risk of substrate impact. Fig. 2 shows the graphic 

comparison between ultrasonic cleaning and Megasonics cleaning. 

 

 
 

Fig. 2 The cross-section of (a) ultrasonic cleaning and (b) Megasonics cleaning [6] 
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An Ultrasonic Smart Cleaning Device (UCD) system proposed by Duran and Teke [7] that operates cleaning 

time independently to save resources and ensure healthy cleaning has been suggested. The system composition 

comprises four parts: the cleaning tank, ultrasonic transducer, inverter, and fluid analysis circuit. The conductivity 

and turbidity sensors are mounted with the container. These sensors submit data to the controller circuit 

encompassing two divisions, each with its microcontroller. The first microcontroller collects data from the 

sensors, such as the used liquid’s temperature, conductivity, and turbidity. The algorithm tracks fluid changes and 

measures the cleaning period by regulating the fluid solution. Fig. 3 shows the block diagram of the overall system. 

Fig. 3 Control system block diagram of UCD 

The first section of the controller circuit involves an inverter system and an algorithm for temperature control. 

A full-bridging circuit of high frequencies was introduced to drive the ultrasound transducer for cavitation bubble 

generation. The microcontroller sets the operating frequency of the piezoelectric transducer to 38k Hz. The first 

microcontroller would then transfer data to another microcontroller to decide on the run period. The second 

microcontroller decides the cleaning process or works on the user interface. This overall process works 

dynamically with the help of software implementation. 

Athira and Deepa presented a solar-powered ultrasonic cleaner with a twofold mode, charging and discharging 

[8]. The technique used is the multi-output half-bridge converter and a parallel-fed resonant inverter. The main 

objective here is to minimize part sizes so that they apply to low-power induction heating. Overall, this system 

can generate 230V voltage at 28 kHz. For load management purposes, the PI device is implemented. Lead acid 

batteries in converters are desirable for charging because they are cost-effective [9]. The proposed integrated 

system of this solar ultrasonic cleaning is shown in Fig. 4.  

Fig. 4 Integrated system of solar-powered ultrasonic cleaner [9] 

In [9], a Varying Frequency Ultrasonic Amplifier [10] offers the configuration of the amplifier with various 

frequencies. This amplifier system comprises transformers, bridge rectifiers, signal generators and a driver circuit 

consisting of a pre-amplifier and H-bridge. The signal generator, pre-amplifier and transducer are operated by a 

220𝑉𝐴𝐶  supply.
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In [11], an incorporates redesigning the current Phase Controlled Thyristors (PCT) circuit to expand the 

operational range using impedance characteristics. In general, the system is composed of a few parts. First, the 

full-bridge rectifier converts the AC to DC voltage with a capacitor filter that filters the ripple voltage. A class-D 

inverter with two power switches as MOSFETs functions to convert back the DC voltage to AC voltage at a high 

switching frequency. While the series inductor extends the output voltage across the PCT load, signal conditioning 

is needed to detect output and input current, and finally, the ultrasonic cleaner and microcontroller. The 

configuration of the system can be seen in Fig. 5. 

 

Fig. 5 A class-D inverter configuration system source [11] 

 

2 OUTPUT POWER DRIVE CIRCUIT 

A step-up transformer was used where the turns ratio (TR) of secondary to primary can be obtained from the 

transformer energy equations Eq. (1) to Eq. (3). For simplicity, the transformer was considered an ideal 

transformer. So, the amount of energy supplied to the transformer’s primary is equivalent to the power delivered 

to the secondary of the transformer.  

 
1

2
 (𝐿𝑃)(𝐼𝑃)2 =  

1

2
 (𝐿𝑆)(𝐼𝑆)2 (1) 

√
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=  
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𝐼𝑆

=  
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𝑉𝑃
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TR =  
𝑁2

𝑁1

=  √
𝐿𝑆

𝐿𝑃

  (3) 

 

Where, 𝐿𝑃 , 𝐼𝑃 , 𝑉𝑃 , 𝑁𝑃 are the transformer’s primary coil inductance, current, voltage, and number of trans coils, 

respectively. Similarly, 𝐿𝑆, 𝐼𝑆, 𝑉𝑆, 𝑁𝑆 are the transformer secondary coil inductance, current, voltage and number 

of trans of the coil, respectively. 

 

2.1 H-Bridge Circuit and Piezoelectric Transducer 

The purpose of including an H-bridge circuit is to drive sufficient energy to the ultrasonic transducer. In the 

proposed circuit, MOSFETs of type IRFZ44N have been used due to their characteristics, which are low in 

resistance and can drive more power. The parameters and the design model of the piezoelectric transducer used 

the values of parallel capacitance, 𝐶𝑑 = 2430𝑝𝐹, series inducatance 𝐿𝑠 = 110.83𝑚𝐻, series resistance  

𝑅𝑠 = 333.7Ω and series capacitance 𝐶𝑠 = 153.4𝑝𝐹 respectively. 

 

3 OUTPUT POWER DRIVE CIRCUIT 

Two types of arrangements were used for the transformer drives output circuit, namely untuned and tuned 

transformer circuits. To further understand the differences between these two circuits, the block diagram of both 

the untuned step-up transformer circuit and tuned secondary step-up transformer circuit can be seen in Fig. 6(a) 

and Fig. 6(b), respectively, where the red boxes and remarks indicate parts that have undergo iteration. 
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Fig. 6 Block diagram of the transformer circuit (a) untuned and (b) tuned secondary 

3.1 Untuned Step-Up Transformer Circuit 

The circuit shown in Fig. 7 is the overall circuit to be adapted in the ultrasonic cleaning system, where it 

comprises two primary sections: the driving circuit and the output power drive circuit. Areas outside the dotted 

red box indicate the driving circuit part, which includes a Darlington transistor, a pair of pull-down resistors, an 

H-bridge circuit containing four MOSFETs and also two voltage sources that drive them, which are a signal 

voltage drive and a power supply voltage. Meanwhile, areas included inside the dotted red box are the output 

power drive circuit that consists of a step-up transformer and an ultrasonic transducer. If a prototype is built, this 

part will be connected to the cleaning tank. 

 

Fig. 7 Untuned step-up transformer circuit 
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3.2 Tuned Secondary Step-Up Transformer Circuit 

The circuit shown in Fig. 8 results from iterations after a few changes on the driving circuit and ultrasonic 

cleaning system sections have been made on the previous circuit. On the driving circuit part, no changes were 

made to the power output except for the Darlington transistors, which were removed with their load and base 

resistors. Meanwhile, the secondary coil of the step-up transformer in the ultrasonic cleaning portion was tuned 

by adding a parallel capacitor. The idea was to isolate the inductances of the secondary from interfering with the 

transducer load and the calculation of the parallel capacitor. It can be seen that the areas outside the red box are 

the driver circuit, which is comprised of an H-bridge circuit and pull-down resistors. In contrast, the dotted red 

box includes the output power drive circuit comprising a tuned secondary step-up transformer and transducer.  

 
Fig. 8 Equivalent circuit of tuned secondary step-up transformer circuit 

 

4 RESULT 

4.1 Untuned Step-up Transformer Circuit 

In order to compute the efficiency of the circuit, the power loss occurring at R1 and MOSFETs were recorded 

where the drain and source currents of MOSFETs during switching transitions were the power lost dissipated 

across 𝑅𝑑𝑜𝑛. Fig. 9 shows the output waveform of the driving transformer. The peak current through the drain 

and source of MOSFETs were obtained, as shown in Fig. 10(b). Also, for efficiency calculation, the current 

through the load was also recorded to compute the power dissipated across the resistive component of the 

transducer, Rs. In Fig. 10(c), it can be observed that an overlap switching occurs at the voltage of V(m2m3) and 

V(m1m4). It was assumed the pulse was triangular. Even though, based on Fig. 10, the output frequency of the 

system is recorded to be at 38.6kHz, based on the calculations, the efficiency rate of the circuit is 35.10%, which 

is quite unsatisfactory to be adapted to real-life adaptation.  

 

Fig. 9: The oscillation frequency waveform of the system 
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Fig. 10: The output waveforms for un-tuned transformer circuit, (a) current in R1, (b) current in MOSFET,  

(c) voltage at V(1,4) and V(2,3) and (d) current at the load 

 

4.2 Tuned Secondary Step-up Transformer Circuit 

The output waveforms generated from the tuned secondary step-up transformer circuit are shown in Fig 11, 

where four different readings have been analyzed. The technique previously used in the un-tuned step-up 

transformer circuit has also been adapted to compute the circuit’s efficiency. The power loss occurring at R1 and 

MOSFETs were recorded where the drain and source currents of MOSFETs during switching transitions where 

the power lost dissipated across 𝑅𝑑𝑜𝑛. The peak current through the drain and source of MOSFETs were obtained, 

as shown in Fig. 12(b). In Fig. 12(c), it is observed that the trapezoidal signal has eliminated the overlapping 

scenario that once happened at the voltage of V(1,4) and V(2,3) in the previous circuit. Based on the calculations, 

it can be seen that this tuned secondary step-up transformer circuit was established operational at a reasonable 

efficiency of 70.51%. Also, based on Fig. 12, it has an output frequency of approximately 38.6 kHz, thus making 

it a better option to be adapted in the real-life ultrasonic cleaning system. A comparative analysis between the two 

circuits can be made based on a few significant parameters summarized in Table 1. 

 

Fig. 11 The output frequency of the Tuned Secondary Step-up Transformer circuit 
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Fig. 12 The output waveforms for tuned transformer circuit, (a) current in R1, (b) current in MOSFET,  

(c) voltage at V(1,4) and V(2,3) and (d) current at load 

 

Table 1: Comparisons between Untuned and Tuned step-up transformer circuits performance 

Parameter Step-up Transformer Secondary Circuit 

 Untuned  Tuned  

Conversion power loss, 𝑃𝑙𝑜𝑠𝑡  65.519W 12.153 W 

Output power, 𝑃𝑟𝑚𝑠(𝐿𝑜𝑎𝑑) 35.10 W 29.068 W 

Conversion power Efficiency 35.10% 70.52% 

Output current, 𝐼𝑟𝑚𝑠(𝐿𝑜𝑎𝑑) 0.326 A 0.295 A 

Output Voltage, 𝑉𝑟𝑚𝑠  (𝐿𝑜𝑎𝑑) 108.742V 98.489V 

 

4 CONCLUSION 
A comparative analysis between the two circuits can be made based on a few significant parameters summarized 

in Table 1. First and foremost, the most distinctive observation is that 𝑃𝑙𝑜𝑠𝑡  obtained in the untuned step-up 

transformer circuit is much higher compared to the 𝑃𝑙𝑜𝑠𝑡  Obtained in the other circuit. Even though the output 

power of the load in these two circuits has not much difference, due to the significant margin distinction in the 

value of 𝑃𝑙𝑜𝑠𝑡 . It has affected the circuit’s performance, and this assessment was made using the efficiency 

computation made at both circuits. The high rate of 𝑃𝑙𝑜𝑠𝑡  in the untuned circuit caused the circuit to have an 

efficiency rate of 35.10%; meanwhile, the low value of 𝑃𝑙𝑜𝑠𝑡  in the tuned circuit has incremented its efficiency 

rate to 70.52%. Both circuits have the approximate output power value range of 30–35 W, suitable for producing 

sufficient cavitation bubbles during cleaning. 
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Abstract— As the IoT ecosystem continues to grow, edge computing is becoming essential for handling 

and analyzing the vast amount of data generated by connected devices. Unlike traditional centralized data 

models, where information is sent to remote centers for processing, edge computing processes data closer 

to where it is generated. This decentralized approach helps reduce latency, optimizes bandwidth usage, 

and improves both privacy and security. However, the rise in IoT devices and the spread of edge computing 

also increase the potential for cyberattacks, demanding more robust security measures. With AI and 

machine learning being utilized to analyze IoT data, edge computing facilitates this analysis directly at the 

data source, pointing to a future where AI and ML applications are more prevalent on edge devices. 

Keywords:  IoT, Edge computing, Cyberattacks, Artificial intelligence, Machine learning. 

1. INTRODUCTION

With the rapid development and acceptance of the Internet of Things (IoT), big data, and 5G network

architecture, traditional cloud computing still needs to meet the ever-increasing data volume generated by network 

edge devices and the need for real-time services. The evolution of edge computing (EC) enables data processing 

near or at the network’s edge, thus reducing the computational and communication overload. However, due to the 

exclusive benefits and characteristics of EC, such as heterogeneous distributed architecture, data processing, 

parallel computation, location awareness, and the need for mobility support, traditional data security and privacy 

mechanisms in cloud computing are not capable of the EC paradigm [1]. IoTs have upgraded conventional, passive 

devices into sensible ones, allowing them to transmit considerable volumes of relevant data over the internet. Data 

processing and analysis capabilities within an IoT framework enable these devices to function autonomously with 

minimal human intervention. Artificial intelligence (AI)--based algorithms are employed to analyze the 

substantial volumes of data generated within IoT networks, enabling the delivery of value-added public services 

[2]. IoT services are assembled on a foundation of miscellaneous technologies in hardware and software. These 

services leverage various network technologies and communication protocols, which include radio frequency 

identification (RFID), near-field communication (NFC), ZigBee, Bluetooth, electronic product code (EPC), low-

energy wireless communication protocols, barcodes, long-term evolution (LTE) advanced, AI, and wireless sensor 

networks (WSNs) [3]. 

Projections indicate that the global IoT market will experience a compound annual growth rate (CAGR) of 

10.53% from 2019 to 2025 [4]. Cisco estimates that in 2030, over 500 billion devices will be connected to the 

internet. In the present day, the impacts and applications of IoT are particularly notable in areas such as 

environmental sensing, healthcare monitoring systems, logistics supply chain management, real estate 

construction, energy management, drone-based applications, the manufacturing industry, and various other fields. 

Securing the IoT systems is crucial as they continue to grow and integrate further into our daily lives. Despite its 

numerous benefits, IoT also poses serious security concerns for enterprises and individual users. Any device that 

is connected to the internet could act as a doorway to an extensive network, including sensitive data. 
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Interconnected devices aggravate security concerns further by exposing more security flaws and vulnerabilities. 

In the absence of appropriate security and privacy measures, potential attacks and security threats may outweigh 

IoT benefits and applications.  

 

 
Fig. 1. Global IoT Malware during 2021 and 2022 [6] 

 

Security solutions are expected to be lightweight that can be hosted on devices with lesser memory, 

computational abilities, and cost. Although numerous security solutions are proposed for standalone constrained 

devices, they are unsuitable for integration into the IoT network. The edge devices’ heterogeneous nature, diverse 

computational capabilities, and network complexity necessitate lightweight security solutions that adhere to global 

standards [5]. The rapid expansion of IoT devices has opened new opportunities for cybercriminals. Security 

experts are frequently uncovering new malware targeting poorly secured IoT devices.  

In 2022, SonicWall Capture Labs recorded 112.3 million instances of IoT malware, marking an 87% rise 

compared to 2021 (as shown in Fig. 1). Cyber attackers exploit IoT devices and networks to steal sensitive user 

data, including financial information, card details, location data, and health records. In edge computing-based 

(EC) IoT networks, significant amounts of user data are processed at the network's edge, spanning various 

industries and applications. The connection between edge devices and EC nodes is typically established through 

wired or wireless links. In contrast, EC nodes communicate with the cloud or data centers via public or private 

networks [7]. There are numerous cyberattacks targeting IoT applications. For example, the 2016 Mirai attack 

compromised over 2.5 million IoT devices and launched distributed denial of service (DDoS) attacks. Subsequent 

attacks, like Hajime and Reaper, further emphasized the security threats facing IoT devices [8]. As a result, 

developing security standards and guidelines for IoT is crucial to building secure and resilient IoT services. 

Regulatory bodies globally have also recognized the importance of IoT security [9]. 

This article provides a detailed review of IoT systems' security and privacy challenges, addressing associated 

technologies and protocols. It evaluates the current IoT architecture, identifies the security risks and limitations 

of underlying technologies, and concludes by summarizing key points on ongoing IoT security challenges, 

offering potential solutions. 

2. EDGE COMPUTING 

EC leverages present techniques, which ensures the processing of sensitive data at the network edge itself, thus 

managing the downstream data to centrally located cloud services as well as upstream data for IoT services. The 

“network edge” implies any computing or network resource between the data sources and the centrally located 

cloud-based data centers. The primary functions of EC include offloading computing jobs, data storage and 

caching, processing collected information, distributing user requests, and delivering cloud-based services closer 

to the end user. Although cloud computing has proven to be efficient for data processing due to its superior 

computational abilities power, the networks' bandwidth could not match the speed of data processing, forming a 

bottleneck for cloud-based computing. The concept of EC was conceived to place computing closer to data 

sources, offering several advantages over the traditional cloud-based computing approach. A comparison is 

presented in Table 1 [10]. 
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Table 1: Comparing IoTs, Edge and Cloud computing [11] 

 
IoT Edge Cloud 

Implementation Distributed Distributed Centralized 

Nature of the devices Physical  Edge nodes Virtual nodes 

Computing capacity Less Less Larger 

Memory availability Very limited Limited Unlimited 

Response time N.A. Fast Slow 

Big data Source Process Process 

 

2.1 Edge Computing Architecture 

The general architecture of EC is depicted in Fig. 2, representing edge computing MEC servers closer to the end 

users as compared to cloud-based data centers. Despite lower computational abilities, EC servers can offer better 

quality of service (QoS) and lower latency than cloud servers. The generic architecture of EC can be divided into 

three layers: the front-end, near-end, and far-end. The characteristics of each layer in an EC architecture are 

discussed below [11]. 

2.1.1. Front End 

The Front-End layer consists of end devices such as sensors and actuators that manage data flow between two 

networks, functioning primarily as gateways for data entry or exit. Edge devices in this layer handle tasks such as 

data transmission, routing, processing, monitoring, filtering, translation, and storage as user data moves between 

networks. Edge computing (EC) capitalizes on the computing power of nearby end devices to provide real-time 

services for specific applications. However, since end devices have limited processing capacity, they often rely 

on server resources to meet most service requirements. 

 

 

Fig. 2. Edge computing architecture. 

2.1.2. Near End 

The Multi-access Edge Computing (MEC) model and gateways in the near-end environment are designed 

to move technology resources closer to client devices and end users. Edge servers in this layer handle real-

time data processing, data caching, and offloading computation tasks, offering computing and cloud-like 

services at the network edge. This reduces reliance on centralized cloud services for these processes. 

2.1.3. Far End 

The far end of the EC architecture consists of cloud data centers, including a centralized data hub and 

interconnected regional centers. These cloud data centers act as the ultimate repository for information. 

Since cloud servers are located far from the end devices, transmission latency becomes critical when 

delivering large-scale parallel data processing and storage services. 
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2.2 Edge computing benefits 

According to the estimates published in Gartner report, about 75% of the network data produced at the 

business houses will be shifted out from the centrally located data centers for processing, a substantial 

increase from the 10% predicted in 2018. This trend demonstrates the growing adoption and acceptance of 

EC. By shifting computing resources and intelligence closer to the network's edge, EC offers numerous 

benefits, such as significantly lower latency, increased bandwidth, and enhanced privacy and security [12], 

[13]. These benefits of EC are further steering the adoption of various services such as IoT/M2M, 4K Ultra 

High Definition (UHD) video services, and mobile serious gaming. Also, MEC can offer application 

providers local context awareness, including Radio Access Network (RAN) analytics, traffic characteristics, 

and device location information [14]. Thus, EC solves latency-related challenges and supports users to 

optimize the benefits of cloud computing architectures. Forms of EC include local devices, localized data 

centers, and regional data centers. The benefits of EC can be summarized as, 

Quicker data processing and analysis: EC minimizes the necessity for data transmission to centrally located 

cloud data centers, thus quicker response times and real-time processing. EC characteristics are leveraged 

in applications requiring rapid feedback, such as automatic driving, intelligent manufacturing, and video 

monitoring.  

Security: EC processes the user data locally, mitigating the risk of data loss or leakage associated with data 

transmission to the cloud.  

Lower energy consumption and bandwidth cost: EC minimizes the dependence on broad network 

bandwidth and energy consumption due to data processing locally. 

2.3 Edge Computing Challenges  

The edge-based servers provide distributed computing resources at a small-scale level; thus, EC-based IoT 

services are scalable and able to meet demands in large-scale applications like smart cities or autonomous 

driving. However, integrating EC with IoT poses unique challenges, and a seamless and efficient approach is 

needed to bridge the gap between these two technologies. The three important challenges in EC-based IoT 

systems are summarized below: 

Heterogeneous IoT infrastructure: The edge devices/ sensors are deployed in diverse environments with 

unique purposes. Hence, various hardware devices and communication protocols are needed. Also, the 

deployment architecture of these devices in the EC environment varies with the application type. Thus, there 

is a need to explore a cooperation architecture involving hardware devices, communication protocols, and 

established industry standards to unify this diversity.  

Coordination between communication and computing: Coordination between communication and 

computing is a bottleneck in the success of EC-driven IoT services. The limited power and computational 

capacity of edge devices and servers limit the amount of workload that can be transferred to the edge servers. 

Hence, an orchestration mechanism should be in place that allocates the workload between edge servers and 

IoT devices at optimal communication and computation costs.  

Complicated security and privacy issues: Adversaries target IoT devices and edge servers to gain access to 

user data or disrupt the services. EC-based IoT systems’ heterogeneity and constrained computing capability 

are the foremost challenges in ensuring security and privacy. Appropriate countermeasures like robust 

authentication and encryption techniques, secured communication protocols, regular updates to underlying 

software and firmware to patch vulnerabilities, and adherence to strict access control policies should be 

adopted and implemented to address these challenges. 

3. DATA SECURITY AND PRIVACY CHALLENGES 

EC requires outsourcing end-user private data to external service providers, such as cloud or edge data centers, 

leading to data ownership and control loss. This separation can result in data loss, leakage, unauthorized 

access, compromised confidentiality and data integrity. EC leverages various technologies, including 

offloading, virtualization, and outsourcing, that bring the computational tasks closer to data sources. Users’ 

data privacy is an important driver for security, with the International Telecommunication Union's 

Telecommunication Standardization Sector (ITU-T) defining privacy as the right of individuals to manage 

the collection, processing, and storage of their personal data and control its access. The data privacy 
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requirement is often ensured through mechanisms like cryptography, which restricts access to authorized 

parties and inhibits unauthorized disclosure [1]. 

Several factors contribute to the increased attack surface in the EC model. Two primary concerns are hardware 

limitations and software heterogeneity. Devices and servers at the edge layer typically have less computing 

and storage capacity than cloud servers, making implementing robust security measures like firewalls 

challenging and leaving them more vulnerable to attacks. Additionally, the lack of standardization in protocols 

and operating systems across diverse edge deployments further increases the risk of security breaches. 

Security threats in edge computing (EC) are continuously evolving, mainly due to the frequent mobility of 

user devices. These security challenges stem from design flaws, misconfigurations, and implementation 

errors. Xiao et al. have categorized most EC security threats into four main types, as shown in Fig. 3: 

Distributed Denial of Service (DDoS) attacks, side-channel attacks, malware injection attacks, and 

authentication and authorization attacks. Corresponding mitigation strategies for these threats are detailed in 

Table II [17]. 

 

 

Fig. 3 Classification of EC security threats [15] 

Distributed Denial of Service: DDoS attacks involve unauthorized server access through compromised edge 

devices. In these attacks, adversaries take control of edge devices and launch denial-of-service assaults on 

edge servers, effectively shutting down their services. Two common forms of DDoS attacks are zero-day 

attacks and flooding-based attacks. Flooding attacks overwhelm a server by bombarding it with many 

malicious network packets, such as UDP overflows, ICMP floods, SYN flash floods, HTTP flash floods, 

SYN flooding, ping of death, and delays, disrupting normal operations. Zero-day DDoS attacks are more 

advanced, relying on the attacker identifying an unknown vulnerability in the server's code. The attacker 

exploits this vulnerability, causing memory corruption and the eventual breakdown of the server's services. 

Flaws in communication network protocols primarily cause flooding attacks, while zero-day attacks exploit 

unaddressed vulnerabilities in server software [18]. 

Side-channel attacks exploit publicly accessible information about a target, known as side-channel data, 

rather than directly accessing sensitive information. Attackers use the correlations between the gathered 

public data and private information to infer the protected data. These attacks can occur at any point in the 

edge computing (EC) network, as public information can often be linked to sensitive data. For example, 

attackers may capture communication signals (such as packets or wave signals) to expose private user data 

or monitor the power consumption of edge devices to reveal usage patterns. Power analysis is a common 

technique for extracting side-channel data from EC networks. Power analysis-based attacks are categorized 

into two types: simple power analysis and differential power analysis. Simple power analysis involves 

closely examining individual power waveforms to extract valuable information. On the other hand, 

differential power analysis (DPA) consists of recording a series of power consumption readings while the 
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device processes specific data, such as a secret encryption key. These readings are then compared to known 

power models to deduce parts of the secret key [19]. 

Table 2: Mitigation strategies against EC cybersecurity threats [15] 

Station System Type 

DDoS attack 

Detect and filter technique is adopted. Individual packets are 

inspected to identify and remove the malicious content from the 

network. Machine learning and packet entropy can also help 

identify malicious packets. Countermeasures against zero-day 

attacks are difficult as the source codes are buried deep in the 

firmware. 

 

Side-channel attacks 

Data perturbation and differential privacy techniques. K-

anonymity is the commonly used data perturbation technique that 

alters the identifier information before publishing sensitive 

attributes along with the data. 

Malware injection attacks 

The detection-and-filter technique has emerged as effective against 

server-side injection attacks. Defense strategies normally rely on 

static analysis to detect malicious code and implement a fine-

grained access control mechanism. 

Authentication and 

authorization attacks 

Two common methods are improving the security of communication 

protocols and reinforcing cryptographic implementations to 

counter attacks on authentication protocols. To prevent over-

privileged attacks, the most effective strategy is to enhance the 

permission models of operating systems on edge devices. 

A malware injection attack is a data security threat where attackers insert malicious code into a legitimate 

software application running on an edge server. This compromised software may lose functionality and 

potentially gain access to users' sensitive data. Such attacks exploit software vulnerabilities, allowing the 

attacker to run arbitrary code and take control of the targeted system for malicious purposes [20]. Due to 

the resource limitations of edge devices, they often lack robust firewalls, making them vulnerable to 

cybersecurity threats. Attackers can covertly install malicious software on an edge device or server. Server-

side attacks are typically classified into four categories: SQL injection, cross-site scripting (XSS), XML 

signature wrapping, and Cross-Site Request Forgery (CSRF) or Server-Side Request Forgery (SSRF). 

Device-side attacks, on the other hand, commonly target the firmware of edge devices. 

Authentication and Authorization attacks: Authentication is the process of confirming the identity of a 

user requesting access to services, while authorization defines the access rights and privileges of that user. 

In EC, authentication commonly occurs between edge devices and servers but can also happen between 

devices or servers in a decentralized system. Authorization involves the edge server granting access 

permissions to a particular device or its applications. Both processes in EC are susceptible to several types 

of attacks, which can be categorized into four main groups: dictionary attacks, attacks on authentication 

mechanism vulnerabilities, exploitation of authorization protocol flaws, and over-privileged attacks. [17]. 

Dictionary attacks use a list of access keys to bypass authentication systems. Authentication vulnerabilities 

are often exploited through weaknesses in security protocols like WPA/WPA2. Authorization attacks take 

advantage of poorly designed authorization protocols running in EC systems. In over-privileged attacks, 

attackers deceive the system to gain excessive access rights, allowing them to perform malicious actions 

within the EC network. 

4. EDGE AI 

Big data processing requires more powerful methods, such as AI technologies, to extract insights that enable better 

decisions and strategic business moves. Edge artificial intelligence, or edge AI, is the deployment of AI algorithms 

and models on edge devices like sensors or IoT devices. Edge AI facilitates real-time data processing and analysis 

without dependence on cloud computing infrastructure. Edge AI combines EC and AI technologies to execute 

machine learning (ML) algorithms on edge devices. Technologies such as self-driving cars, wearable devices, 
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security cameras, and smart home appliances leverage edge AI capabilities to promptly provide users with real-

time information. ML can control shared resources at the edge smartly and adaptively [21]. Edge AI offers several 

benefits. Firstly, it decentralizes the data required for refining algorithms. Secondly, it enables analysis and 

decision-making to be conducted close to the data source. From a security and privacy standpoint, edge AI can 

mitigate attack vectors by minimizing or eliminating data transfer between edge devices and their data centers. 

Training and execution of AI models on edge devices are confronted by several challenges and roadblocks 

discussed below [22]. 

Limited hardware capabilities: Edge devices are usually constrained by several factors, such as processing 

capability, data storage requirements, and network bandwidth, that limit the hosting of complex AI algorithms on 

edge devices.  

Power constraints Mostly, edge devices support mobility, are battery-operated, and have low power, limiting 

their ability to perform intensive AI tasks.  

Scalability issues Unlike cloud resources, the resources at the edge layer need to be more flexible to scale, and 

the heterogeneous nature of these resources can degrade service quality.  

Collaboration challenges Coordination and cooperation between heterogeneous edge devices can be challenging, 

resulting in poor efficiency and effectiveness of AI models.  

Data privacy concerns: Using original private data for model optimization on edge devices raises privacy 

concerns, and limited communication resources can restrict the distribution of computation to devices. 

4.1 Hardware for Edge Devices 

The algorithm and hardware selected for running a model on an edge device are crucial. Optimal 

hardware choice should consider accuracy, energy consumption, data throughput, and cost 

metrics. Edge devices designed for AI model execution can typically be categorized into four types 

based on their technical architecture [23]. 

Application-Specific Integrated Circuit (ASICs) Chip: ASICs are the best possible option for 

specific applications rather than general functions. Their smaller footprint, lesser power 

consumption, more robust security and performance make them ideal for meeting the demands of 

edge computing patterns for AI algorithms. On the other hand, Edge Tensor Processing Units 

(TPUs) are Google’s custom-designed chips used to accelerate Machine Learning workloads.  

Graphics Processing Unit (GPUs): GPUs leverage the inherent data parallelism of mining 

programs to enhance throughput, achieving higher speeds compared to central processing units 

(CPUs). These GPUs' characteristics make them suitable for implementing AI algorithms, thus 

making them an ideal choice for designing and implementing edge devices. For example, 

NVIDIA’s Jetson TX1, TX2, and DRIVE PX2 are embedded AI computing devices equipped with 

GPUs. These devices offer a small form factor, lower latency, and low power requirements.  

Field-Programmable Gate Array (FPGA): FPGAs are highly flexible, programmable hardware 

with lower energy requirements, parallel computing resources, and high security. Developers 

familiar with hardware description languages can quickly implement AI algorithms on FPGAs. 

However, FPGAs have poorer compatibility and more limited programming capabilities compared 

to GPUs. Leading FPGA manufacturers include AMD-owned Xilinx and Intel Altera.  

Brain-Inspired Chip: Brain-inspired chips are constructed on a neuromorphic architecture, 

featuring programmable neurons on a silicon chip that process tasks akin to the human brain using 

synapses. These chips enable significantly accelerated processing of neural network applications 

in real-time, with extremely low power needs. Examples of neuromorphic processor chips include 

IBM True North and Intel Loihi, which are well-suited for complex AI algorithms. 

5. CONCLUSION 

Edge computing offers numerous benefits but also poses challenges that must be tackled. Security and privacy are 

foremost cause of concern as the user-sensitive data is processed and analyzed near edge devices. Implementing 

robust encryption, data protection, and secure communication protocols is crucial to mitigate these risks. 

Managing and scaling distributed edge infrastructure can also be complex, requiring seamless integration, network 

connectivity, and device management as edge device numbers increase. Standardization and interoperability 
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across various edge computing solutions are essential for creating a cohesive and scalable ecosystem. Deploying 

machine learning on IoT devices reduces network congestion by enabling computations near data sources, 

ensuring data privacy, and lowering power consumption compared to continuous wireless transmission to central 

servers. The integration of specialized hardware into edge devices enhances computing efficiency in physical 

environments and improves responsiveness. Neuromorphic processors and sensors are also emerging, offering 

real-time intelligence and continuous onboard learning at the edge, even with a tight power budget, enabling 

complex AI computation at the network’s edge. 
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Abstract— Face recognition technology is a biometric tool that identifies people by facial characteristics. 

Individuals collect the facial photography, which is then automatically processed by picture recognition 

software. Face detection and recognition have several potential applications in various departments like 

security, education, healthcare, etc. Therefore, the fundamentals and methods of broad facial detection and 

recognition have been discussed in this article. Owing to the outbreak of the pandemic, people are now 

required to wear masks so that the spreading of the coronavirus is prevented, which makes it challenging 

to monitor sizable crowds of mask-wearing individuals. Face masks have higher interclass similarities and 

interclass variability because they cover a significant portion of the face, fooling face recognition systems' 

facial verification process. Thus, this paper has also discussed various aspects of masked face recognition. 

Keywords:  Detection, Recognition, Masked, Facial, Artificial Intelligence, Algorithms. 

1. INTRODUCTION

Face recognition is one of the most frequently used applications of picture analysis. A subset of the visual

pattern recognition problem is face recognition. Humans constantly recognize visual patterns; our eyes are how 

we take in visual data. The brain interprets this information as meaningful concepts. Whether a picture or a movie, 

it is a matrix of many pixels for a computer. The computer should determine what idea every piece of data in data 

is referring to. A primary classification issue in visual model recognition exists here [1]. To do face recognition, 

it is crucial to identify the face's owner in the portion of the data that all machines understand as the face. It's a 

subdivision issue. Globally, the COVID-19 coronavirus disease has tremendously impacted people's daily lives. 

The World Health Organization has advised individuals to wear face masks in all public areas to stop the spread 

of COVID-19 [2]. It can be challenging to check people in public places for face masks manually. Furthermore, 

using face masks renders conventional face recognition methods, generally created for exposed faces, ineffectual. 

Thus, there is a pressing need to create a reliable system that can identify various people while donning a face 

mask and identify those who are not. 

Although it is starting to be used in other sectors like logistics, retail, smartphone, transportation, education, 

real estate, government management, entertainment advertising, network information security, and others, face 

recognition is most frequently used in attendance, access control, security, and finance [3]. Face recognition can 

be used in security to identify offenders and alert authorities to potentially dangerous circumstances. Since 

artificial intelligence technology has advanced significantly, we now need recognition technology that is more 

precise, adaptable, and quick. Face detection is the first step in all facial analysis algorithms, including face 

alignment, face modeling, face relighting, face identification, face verification, authentication, head pose tracking, 

and recognition of facial emotions, gender, and age, among others [4].  

This paper thoroughly analyzes face detection and the numerous face detection techniques in section 2. Masked 

face detection and various data sets used for face detection are also discussed in this section. In addition, 

challenges and applications of Face Detection have also been presented. After this, systems for generic facial 

recognition are examined in section 3. The development stages of facial recognition, the approaches taken for 

facial recognition, and the evaluation criteria of a facial recognition system are discussed in this section. Section 

4 presents a detailed analysis of Masked Facial Recognition Systems. Recent advancements in Masked Facial 
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Recognition have been presented in section 5. The authors also provide a gap and some limitations of the current 

systems at the end of this section. Lastly, section 6 concludes the article.  

2. FACE DETECTION  

The initial step in face recognition is face detection. Face detection locates and measures a human face in a 

digital image. In the digital image, all additional objects like bodies, trees, and buildings are disregarded in favor 

of identifying facial characteristics. It might be considered a specific example of object-class identification, where 

the task is locating and figuring out the dimensions of every object in an image that fits into a particular class [5]. 

There are certain restrictions in advanced unconstrained situations, although general face detection algorithms can 

be applied to some extent. A vast area being obscured makes it challenging to detect occluded faces in unrestricted 

contexts because intraclass similarity and intraclass variation increase [6]. Utilizing adaptive technologies, 

numerous strategies are developed to tackle the issue successfully. 

When faces are obscured, the current face detection models occasionally perform less accurately. They 

developed unique methods for obscured face detection to solve this issue. Due to intraclass similarity and 

intraclass variability, occluded object detection in unconstrained environments can be difficult when a significant 

portion of the environment is obscured. Numerous methods are used for obscured object detection. In a lab setting 

or interior situations, specialized methods like MTCNN, Sckit-Image, and Haar cascades can produce good results 

for detecting obscured faces. The convolutional correlational filter effectively addresses the issue—the same 

problem benefits from binary segmentation [7].  

2.1 Masked Facial Detection Methods 

We mainly concentrate on masked facial detection techniques in this area. Various Masked Facial Detection 

techniques are depicted in Figure 1. All methods are categorized using two kinds based on their characteristics: 

manually created feature-based methods and neural network-based methods. Standard methods also frequently 

include custom feature-based techniques. Depending on how many detectors are used, they can be further divided 

into two categories: single-detector and multiple-detector methods [8]. Most detectors use the AdaBoost algorithm 

[9]. Various detectors, such as the face detector, facial mask detector, nose and mouth detector, eye detector, and 

mouth and nose detector, are chosen or combined. Several researchers are interested in neural network-based 

techniques. The approaches can be divided into three groups based on how many stages they have: single-stage 

methods, two-stage methods, and multistage methods. They are primarily implemented for single-stage 

procedures through transfer learning of object detection algorithms. YOLO series methods, such as YOLO, 

YOLOv2, YOLOv3, YOLOv4, YOLOv5, and equivalent micro variants, are an example [10]. 

Regarding the utilization of neural networks, two-stage approaches can be further separated into three 

categories: neural network + neural network, neural network + hand-crafted feature, and hand-crafted feature + 

neural network. Face region classification and face region pre-detection are the two components of two-stage 

techniques. The first component is used to identify potential facial locations, while the second half is utilized to 

categorize the circumstances surrounding mask use. More sophisticated processing stages or employing several 

models in multistage approaches result in higher computation costs [11]. 

2.2 Data sets 

Many datasets are proposed by academics worldwide to train detection or classification methods to observe the 

conditions of wearing masks. These models will be used in edge nodes or monitoring systems. Detailed 

descriptions and explanations of some of these datasets are provided in this section. 

First, we will provide a previous dataset on masked face detection. 2017 Ge et al. [12] suggested the extensive 

MAFA dataset. It was asserted to be the largest mask-wearing dataset existing before 2017. Thirty-five thousand 

eight hundred six masked faces can be found among 30 811 online photographs that make up MAFA. The dataset 

is probable to have occluded faces since it includes a variety of masks, such as single-colored manufactured 

objects, hands, neckerchiefs, hair, and medical masks. Six attributes are assigned to the dataset: face orientation, 

eye position, mask location, face location, occlusion degree, and type of mask. It delivers appropriate samples and 

considers roughly 60 situations with masked faces. Many occlusions, meanwhile, are ineffective at shielding 

patients from infection threats. 

The "MaskedFace-Net Image Dataset (MFNID)" was created by Cabani et al. [13] to produce simulated 

correct/incorrect masked faces. Candidate face detection, facial landmarks detection, mask-to-face mapping, and 

manual image filtering are the four phases that make up the system. Roy et al. [14] used photos from the Internet 
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to compile the Moxa3K dataset. There are 3000 photos in total. The dataset considers boundary conditions 

carefully; for instance, if a handkerchief covers a face, it will be in the "mask" class. Many diverse samples are 

included in Moxa3K, including blurry, rotating, crowded, and lighting-related samples. All the facial areas are 

annotated in Pascal VOC format "LabelImg" and YOLO format, with 9161 faces and 2015 masked faces included. 

As a result, it gives researchers more options for how to train their machine-learning models. The robustness of 

masked facial detectors should increase in this circumstance. 

By assembling photos from the publicly accessible datasets FFHQ [15], LFW [16], CelebA [17], YouTube 

videos, and the Internet, Eyiokur et al. [18] presented an Unconstrained Face Mask Dataset (UFMD). UFMD is a 

complicated collection that encompasses ethnicity, age, gender, and indoor and outdoor conditions, thanks to these 

publicly available photos. To increase the robustness of masked face detectors, UFMD also considers many head 

posture variations. The UFMD consists of 21 316 photographs divided into three classes: 10 618 images with 

faces that are masked, 10 698 images not masked, and 500 images with the wrong masks on. The website, 

according to the writers, will be accessible soon. Singh et al. manually created seven thousand five hundred 

images—5191 training photos, 1599 validation images, and 710 test images [19]. These pictures are from MAFA 

[12] and Wider Face [20]. The two classes "face" and "face-mask" in Singh's dataset are used to train a model to 

assess whether someone is wearing a mask. The extent of the crowing can be evaluated using the detection results. 

Annotations are supplied for bounding boxes. Table 1 provides a summary of these datasets. 

 

Fig. 1. Masked Facial Detection Methods [11] 

Table 1. Summary of the Datasets 

Datas

et 

name 

Main characteristics Image 

reality 

Image 

number 

Category Masks number Scale Head 

pose 

Scene Annot

ation 

Open 

[12] The pictures are 

all taken from the 

Internet. For each 

face region, six 

attributes are 

manually 

annotated. 

Real 30811 Multiple 

mask 

types 

35806 masked 

faces 

Medium

-large 

Various Complex Yes Yes 

[13] Face images are 

from FFHQ 

Simu

lated 

137016 Two Sixty-seven 

thousand one 

hundred ninety-

three faces with 

correct masks. 

69823 faces 

with incorrect 

masks 

Large Frontal Simple No Yes 

[14] The images are 

from the Kaggle 

Real 3000 Two 9161 faces 

without masks. 

Small 

Mediu

Various Complex Yes Yes 
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Datas

et 

name 

Main characteristics Image 

reality 

Image 

number 

Category Masks number Scale Head 

pose 

Scene Annot

ation 

Open 

data set, which 

has images 

captured in 

Russia, Italy, 

China, and India 

during a 

pandemic 

3051 masked 

faces 

m 

Large 

[18] The pictures come 

from YouTube 

videos, FFHQ, 

LFW, CelebA, 

and other online 

sources. 

Real 21316 Three 10698 faces 

without 

masks,10618 

correct masked, 

500 incorrect 

Large Frontal 

to 

Profile 

Medium Yes Soon 

Open 

[19] The data set 

includes MAFA, 

WIDER, and 

FACE. 

Real 7500 Two 5191 training 

images, 1599 

validation 

images, 710 

testing images 

Small 

Mediu

m 

Large 

Various Complex Yes Yes 

2.3 Challenges in Face Detection 

Face detection problems lead to a deterioration in face detection accuracy and rate of detection. Complex 

backgrounds, excessive faces in photographs, strange expressions, illuminations, low resolution, and face 

occlusion (hiding the face by any object) are a few of these difficulties. The variables considered are skin tone, 

altitude, proximity, hat, scarf, hand, hair, and any other thing, Background complexity, excessive faces, the 

image's orientation, etc. An example of this can be seen in Figure 2 [21]. 

Figure 2. Challenges in face detection [21]. 

2.4 Applications of Face Detection 

Gender classification, document and access control, biometric attendance, human-computer interface, face 

detection for autofocus in some modern digital cameras, photography, facial feature extraction, and marketing are 

some examples of applications for face detection. A webcam can be built into a television and detect any face that 

walks by. The approach next establishes the age range, gender, and race of the face. A sequence of advertisements 

specific to the indicated race, gender, and age can be played after collecting the data. [22]. 

3. GENERIC FACIAL RECOGNITION SYSTEMS

People started looking into ways to program machines to detect faces in the 1950s. Face geometry was primarily 

used for face recognition, as applied research in face recognition engineering began in 1964. The process below 
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can create a face recognition system [23]. Identifying a specific area of a picture as a face is known as face 

localization or detection. This method has many applications, including face tracking, location estimation, and 

compression. Face normalization is one of the most important considerations when using a vector of geometrical 

features [24]. They must be somehow normalized to make the retrieved features independent of the face's position, 

scale, and rotation in the image plane. The next step in the feature extraction process is getting hold of pertinent 

facial characteristics from the data. The feature extraction procedure needs to be efficient regarding memory and 

processing time. 

The feature extraction method includes dimension reduction, feature extraction, and feature selection. Any 

pattern recognition algorithm has to conduct dimensionality reduction [25]. The number of test images, features, 

and the complexity of the classifier all affect how well it performs. After feature extraction, feature selection is 

frequently carried out [26]. Features are first extracted from the face photos to identify the best subset of 

characteristics. Lastly, the face should be recognized by the system. The system would expose an identity from a 

database while performing an identification task. An accuracy metric, a classification algorithm, and a comparison 

method are used in this stage. Figure 3 shows the structure of the generic Face Recognition system. 

 
Figure 3. Generic Recognition 

3.1 Development stages of Facial recognition 

3.1.1 Early algorithm stage 

 

Figure 4. Comparison between PCA and LDA [29] 

PCA- The principal component analysis (PCA) algorithm is the one most frequently used to reduce the 

dimensionality of data. PCA uses feature face extraction in algorithms for facial recognition. In 1991, MIT Media 

Laboratory's Turk and Pentland developed principal component analysis for facial recognition [27].  

LDA - can employ linear discriminate analysis (LDA) for face recognition datasets with labels. It is applied in the 

classification process. As shown in Figure 4, While PCA requires that the data variance after dimensionality 

reduction be as significant as possible so that the data can be divided as widely as possible, LDA requires that the 

variance within the same category of data groups after projection be as small as possible and the variance between 

groups to be as large as possible [28]. 

3.1.2 Artificial features and classifier stage 

SVM- Vapnik and Cortes introduced the support vector machine (SVM) in 1995. A method known as a support 

vector machine was explicitly created for high-dimensional, small-sample facial recognition problems. It is a 

classifier that was created using the generalized portrait algorithm. Due to its superior text classification 

performance, it quickly gained popularity as a machine learning technology [30]. AdaBoost- Schapire made the 

initial suggestion for boosting the algorithm. It is used to find faces. Any learning algorithm can be more accurate 
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by using a boosting method. The fundamental concept is to combine various classifiers into a better final classifier 

by a few straightforward principles to improve overall performance [31]. 

SMALL SAMPLES - The term "small sample problem" alludes to the fact that there aren't enough face 

recognition training examples available, which prevents most face recognition algorithms from performing as well 

as they should. Numerous studies have been conducted to store picture information, maintain the association 

between samples, mitigate the effects of noise, and improve the face recognition effect more efficiently. To 

address the issue of limited sample sizes, Howland et al. devised a method that combined linear discriminant 

analysis with unspecified singular value decomposition (GSVD) [32].  

 

NEURAL NETWORKS - An algorithm known as a neural network was created to replicate the human brain for 

face recognition. Face recognition has grown to be one of the research areas in the field of neural networks as one 

of the most crucial biometric identification techniques. Figure 5 depicts a typical neural network structure [33].  

 

Figure 5. Typical Neural Network Structure [29] 

3.1.3 Deep Learning 

A subset of machine learning is deep learning. Without the requirement for feature extraction stages, deep 

learning may automatically identify the features required for categorization during the training phase. This is done 

to make network learning acquire more valuable features for face recognition. Deep learning has drastically 

changed the face recognition industry. Deep learning, frequently used in face recognition, can be broken down 

into the following categories, as shown in Figure 6. By integrating local perception areas, shared weights, and 

downsampling of face images, CNN optimizes the model structure using the data's locality and other variables. 

The complexity of the face's shape and texture contributes to the challenge of facial recognition. The authors in 

[34] presented a deep nonlinear face shape extraction approach from coarse to fine (coarse-to-fine auto-encoder 

networks, CFAN) further to enhance the nonlinear regression capacity of the algorithm to acquire hardiness to 

changes such as form. 

 

Figure 6. Deep Learning in Face Recognition 
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For video search and surveillance, it's crucial to identify people reliably and rapidly in the footage. Schofield 

et al. devised a deep convolution neural network technique to examine animal behavior that could automatically 

recognize, track, and record human faces in the video [35]. Fourthly, deep learning-based low-resolution face 

recognition. The gathered face photos in practical applications frequently alter their position, and the limited image 

resolution causes a quick fall in face image identification performance. To enhance low-resolution face 

recognition, the most cutting-edge supervised discriminant learning approach was adopted [36], and the generative 

confrontation network pre-training method and the entire convolution structure were included. 

3.2 Approaches for Facial Recognition 

3.2.1 Feature Based approaches 

Feature-based face recognition selects a few features to solely identify people using prior knowledge or local 

traits of faces. Local features chosen from facial photos include the eyes, nose, mouth, chin, and head contour. 

Topological graphs are used to express relationships between features [37]. A straightforward deterministic graph-

matching algorithm takes advantage of the fundamental structure to extract recognizable faces from a database. 

Elastic Bunch Graph Matching is a technique that matches the gallery set, which serves as the model face graph, 

to the probe set, which serves as the input face graphs, to identify faces. The idea of nodes is fundamental to 

Elastic Bunch Graph Matching. A particular face feature point represents each node in the input face graph. For 

instance, one node might represent an eye, another might represent a nose, and so on to describe the other elements 

of the face. As shown in Figure 7, a graph-like data structure fitted to the face's shape is created by connecting the 

nodes for the input face graph [38]. 

Figure 7. Face Topological graph [38] 

3.2.2 Appearance Based approaches 

Many academic fields, including biometrics, pattern recognition, and computer vision, have paid attention to 

appearance-based face identification approaches. Remarkably, two classifications—holistic and hybrid 

approaches—are implied. The entire face region is used as the initial input in the holistic approach to a recognition 

system. Additionally, it tries to capture the best possible representation of a face image as a whole and to use 

statistical patterns in pixel intensity variations [39]. Eigenimages, which come from principal component analysis, 

are one of the most often utilized representations of the facial region. The second group includes hybrid strategies; 

just as the human perception system uses local features and the entire face region to identify a face, a machine 

identification system should do the same. 

3.2.3 Soft Computing based approaches 

Soft computing tools can also be used for face recognition. Soft computing techniques like neural networks, 

fuzzy logic, and GA are commonly used. In face recognition, artificial neural networks are a standard tool [40]. 

They have been applied to categorization and pattern recognition. Because neural networks are nonlinear, their 

usage is enticing. Therefore, the feature extraction stage might be more efficient than linear KarhunenLoeve 

methods. The way a neural network is designed is crucial for effective recognition. It is highly dependent on the 

program being utilized. Higher recognition accuracy is provided by a face recognition system created using fuzzy 

logic and neural networks [41]. 

Artificial neural networks, fuzzy logic, and genetic algorithms (GAs) are examples of soft computing 
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approaches that have become significant analytical methodologies in computer vision research. An artificial neural 

network is an effective technique for resolving the nonlinearity imposed by various restrictions. Fuzzy logic is 

also utilized to simulate human perception and thought. It is commonly known that analysis using fuzzy sets and 

fuzzy logic, as well as precise cognition, contribute to the efficacy of the human brain. Fundamental application 

limitations are almost always accompanied by uncertainty, a typical pattern recognition issue. Fuzzy logic-based 

analysis has demonstrated significantly improved results in pattern identification. GA is a potent optimization and 

search algorithm that is based on the notion of natural selection [42]. GA is effective at speeding up computation 

for a massive heap of space. Because recognizing faces from an ample heap space takes a lot of time, a GA-based 

strategy is employed to identify the unknown image quickly. GA is used when a user has insufficient time to 

provide findings without checking each database face. Faster face recognition will be possible with feature 

extraction and GA. Table 2 represents the summary of these approaches. 

Table 2. The summary of these approaches 

S.no Approach Description 

1. Feature-Based 
selects a few features from faces based on past knowledge or local factors 

to identify people uniquely. 

2. Appearance Based It is claimed that there are two categories: holistic and hybrid approaches. 

3. Soft Computing Based 
We utilize soft computing methods like fuzzy logic, neural networks, and 

GA. 

3.2.4 Algorithms for Face Recognition 

Appearance-based or model-based algorithms can be used for facial recognition. The portrayal of the face in 

these techniques sets them apart. A face is represented using appearance-based approaches as a collection of raw-

intensity images. Considered a high-dimensional vector, an image. A feature space is typically derived from the 

image distribution using statistical methods. This approach can be categorized as linear or nonlinear; linear 

appearance-based approaches reduce dimensions linearly. The complexity of nonlinear appearance algorithms is 

higher [1]. A nonlinear manifold is approximated by linear subspace analysis. 

On the other hand, the model-based method [43] aims to model a human face. The calculated model's 

parameters identify the image when introducing the new sample. Model-based methods might be 2D or 3D in 

nature. These models are frequently morphable, allowing the classification of faces even in position alterations. 

Elastic Bunch Graph Matching or 3D Morphable Models are two examples of this methodology [44]. 

3.3 Evaluation Criteria for Facial Recognition 

 

 

Figure 8. TPR FPR curve for two classifiers [29] 

Three crucial metrics for assessing the effectiveness of the face recognition algorithm are accuracy (ACC), the 

ROC curve, and the area under the curve (AUC) value [45]. The ACC index is frequently used in facial recognition 
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tasks. If M photographs are correctly identified out of the total N images in the testing set, The definition of ACC 

is as follows. 

𝐴𝐶𝐶 = 𝑀 𝑁⁄       (1) 

The algorithm's performance improves as the ACC value increases. In the face recognition task, the ROC first 

calculates the distance measurement or the similarity between photos. Then, it completes the recognition following 

the threshold to identify whether two photographs (also known as sample pairs) came from the same person [46]. 

The abscissa of the ROC curve represents the false positive rate (FPR), and the recall rate or valid positive rate is 

defined by the ordinate (TPR). The definitions of FPR and TPR are given as follows.  

𝑇𝑃𝑅 = 𝑇𝑃 (𝑇𝑃 + 𝐹𝑁)⁄ = 𝐹𝑃 (𝐹𝑃 + 𝑇𝑁)⁄     (2) 

TP stands for the cheerful sample pair that the model incorrectly predicted, FN for the positive sample pair that 

the model incorrectly predicted, TN for the adverse sample pair that the model incorrectly predicted, and FP for 

the adverse sample pair that the model incorrectly predicted. Different TPR and FPR values can be obtained by 

adjusting different thresholds, and ROC curves can be produced (https://blog.csdn.net/). The red and blue curves 

in Figure 8 represent the TPR FPR curves of two distinct classifiers. The curve's point corresponding to a threshold 

value is depicted as the ROC curve. The method performs better when the ROC curve is near the upper left corner. 

In other words, it can still attain a high recall rate even with a meager incorrect recognition rate. AUC value, or 

the region below the ROC curve, is a scalar to assess the model's strengths. The higher the AUC value, the better 

the algorithm's performance (https://blog.csdn.net/) [29]. 

4. MASKED FACIAL RECOGNITION 

The most challenging facial occlusion difficulty is recognizing masked faces since they obscure a significant 

portion of the frontal face, often 60%, which includes rich features like the nose and lips. Face masks deceive face 

recognition systems' facial verification processes by obscuring a significant portion of the face, resulting in higher 

inter-class similarities and interclass variance [47]. 

Matching a masked face with unmasked or masked faces is the goal of the masked face identification issue. 

When mask-wearing became crucial in containing the COVID-19 pandemic's transmission of the virus, this novel 

and complex study topic gained significant importance. MFR can support face recognition systems' ability to 

adapt to real-world situations, which is essential for maintaining public safety [48]. However, the researchers were 

forced to consider alternate solutions because the many mask types in this procedure made it impossible for the 

typical facial recognition systems to function correctly. Mask-wearing has become customary during this Covid-

19 outbreak, and sadly, it appears that this will continue owing to new mutations. As a result, it is now difficult to 

deal with this issue efficiently and adequately [49]. The necessity for large-scale masked face datasets for training 

is revealed by deep learning being a promising contender in solving this complex problem. However, because 

these datasets are scarce and insufficient, researchers have begun using face-masking technologies to create 

artificially masked face datasets from existing large-scale face datasets. Masked face datasets can be made using 

two methods [50]. Collecting actual facial photos of people wearing masks is the first strategy. This strategy, 

however, takes a lot of effort and money. It is challenging to create an extensive image dataset. Finding the anchor 

points in the facial photos and adding artificial masks is a different strategy [51]. 

5. A RECENT INVESTIGATION IN THE FIELD OF MASKED FACIAL RECOGNITION 

To address the critical biometric issue of masked face recognition—particularly in light of the continuing 

COVID-19 pandemic—the work in [52] presents a novel attention-guided deep CNN model. We suggest a dual-

branch training method that incorporates our Upper Patch Attention (UPA) module as an auxiliary attention 

branch into the trunk CNN and directs the backbone network to improve the feature extraction capability in the 

non-occluded facial regions while maintaining the overall perception of a whole face image. 

The Deepmasknet framework for precise face mask detection and masked facial recognition has been given in 

[53]. An internal unified MDMFR dataset has also been created to evaluate the effectiveness of the suggested 

strategy. To test face mask detection and masked facial recognition, we have assembled a sizable and varied 

collection of face photos. The accuracy of 93.33% for masked facial recognition and 100% for face mask detection 

have demonstrated our Deepmasknet model's superiority to existing methods. Additionally, test results on our 

MDMFR dataset and the three standard Kaggle datasets have confirmed the proposed Deepmasknet model's 

robustness for face mask detection and masked facial recognition under a variety of conditions, including 
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variations in face angles, lightning conditions, gender, skin tone, age, and others. 

A deep transfer learning model has been constructed [54] to recognize various forms of face masks. The 

suggested process has two key phasesData preprocessing (conversion of image format, ROI identification, and 

normalization) and data augmentation are included in the first step of the recognition process, which uses a deep 

transfer learning neural network (rotation, width, and height shifting, shearing, horizontal flipping, and pixel 

filling).  

The work in [55] suggests and puts into practice a face mask detector that can determine whether a person's 

face is adequately protected by a mask in settings where COVID-19 regulations are in effect. This model used a 

two-stage detector construction. The model was trained via transmission learning with the MobileNetV2 

framework on a dataset of 7514 photos. To extract the area of interest (ROI), a Haar cascade-based feature 

extractor and classification technique were used. This led to identifying the sections, which were then forwarded 

to the learning classification method to obtain the desired result. According to the results of the experiments, 

training accuracy was 98 percent, and testing accuracy was 97.45 percent. 

The depth, azimuth, and elevation geometric properties of a 3D face are used in [56] to depict the face. The 

intrinsic benefits of 3D faces improve the 3D masked face recognition network's stability and viability. For the 

3D masked face recognition network to fully utilize the depth, azimuth, and elevation information in 

differentiating face identities, a facial geometry extractor is also proposed to emphasize discriminative facial 

geometric traits. The DAE image stores depth, azimuth, and elevation data in three channels. This study suggests 

using FGE to draw attention to critical facial geometric elements on each channel. Figure 9 depicts the FGE's 

organizational structure. The DAE image's depth, azimuth, and elevation channel components correspond to a 

different convolution kernel. A single convolution kernel handles one channel, and one convolution kernel 

convolves a single channel. Each output feature map from one-to-one convolution emphasizes the associated 

geometric features on the face. 

Figure 9. The structure of the Facial Geometry Extractor (FGE) [56] 

In [57], the authors have put forth a method that enables us to keep using some facial recognition techniques 

for faces covered by safety masks, like those used for COVID-19. Our method comprises the preliminary 

processing of a picture with a hidden section. This preprocessing is based on determining the hue of the skin 

before processing. The recommended method entails first identifying the occluded and non-occluded facial 

regions and then distinguishing faces from skin regions. We validated and verified our method using FEI database 

face photos by introducing safety masks. We applied our strategy to enhance the functionality of the traditional 

Eigenfaces technology, which, when used directly, does not work on faces with protective masks. The research in 

[58] offers a straightforward method for achieving this goal using essential machine learning technologies,

including TensorFlow, Keras, OpenCV, and Scikit-Learn. The proposed method correctly identifies the face in

the picture or video and assesses whether it is wearing a mask. It can distinguish a face and a mask in motion and

a video as a surveillance task performance. The method achieves superb accuracy. The authors investigate the
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best parameter settings for the Convolutional Neural Network model (CNN) to precisely detect the presence of 

masks without producing over-fitting.  

The necessity for contactless biometrics during the COVID-19 pandemic has aided in the growth of masked 

face recognition. Due to the vast differences between entire faces and masked faces, it is challenging to obtain 

strong face representations when training a masked face recognition model. These two challenges must be 

addressed. The research in [56] suggests using non-masked face photos to train a 3D-masked face recognition 

network to address the first problem. This work uses the depth, azimuth, and elevation geometric properties of 3D 

faces to represent the face in the second problem. The intrinsic benefits of 3D faces improve the 3D masked face 

recognition network's stability and viability. A facial geometry extractor is also suggested to draw attention to 

distinguishing facial geometric aspects. The 3D masked face recognition network may fully utilize the depth, 

azimuth, and elevation information in differentiating face identities. 

Table 4. Summary of recent work 

Reference Methodology Result 

[52] A novel attention-guided deep CNN model is 

suggested. 

The efficiency of the strategy has been extensively 

tested on synthetic and real-masked face datasets. 

[53] A Deepmasknet framework has been created 

for precise face mask detection and masked 

facial recognition. 

The accuracy of 93.33% for masked facial 

recognition and 100% for face mask detection have 

demonstrated that our Deepmasknet model is better 

than existing methods. 

[54] A deep transfer learning model recognizes 

various types of face masks. 

According to experimental data, the deep residual 

networks (ResNet101v2 and ResNet152v2) offer the 

best performance with the highest accuracy and 

negligible loss. 

[55] A face mask detector that can determine 

whether a person's face is covered adequately 

at locations where COVID-19 laws are 

enforced was created using a two-stage 

detector structure. 

According to the results of the experiments, training 

accuracy was 98 percent, and testing accuracy was 

97.45 percent. 

[57] The suggested method first identifies the 

occluded and non-occluded portions of the 

face and then distinguishes faces from skin 

regions. 

The obtained experimental findings partially back 

the method the authors recommend for identifying 

face wear 

[58] These include TensorFlow, Keras, OpenCV, 

and Scikit-Learn, which are fundamental 

machine learning technologies. 

The method can be applied to identify a face and 

mask in motion and video. The technique achieves 

superb accuracy. 

[56] The depth, azimuth, and elevation of the 3D 

face are used in this study's representation of 

the face's geometry. A facial geometry 

extractor is suggested to draw attention to 

distinguishing facial geometric traits. 

The experimental results on four open 3D face 

datasets demonstrate that the proposed 3D masked 

face recognition network enhances the masked face 

recognition accuracy, proving that it is feasible to 

train the masked face recognition model using non-

masked face photos. 

[59] The suggested approach is based on the 

FaceNet framework. It aims to improve the 

performance of both scenarios with and 

without a mask by altering the face recognition 

model currently in use. 

The outcome displays a remarkable accuracy of 

99.2% on a scenario with faces wearing masks. 

[60] A modified convolutional neural network 

creates a system for masked face recognition-

based attendance (CNN). 

The trial outcomes demonstrate the suggested 

CNN's high efficacy (i.e., 98.92%) in identifying 

masked faces for recording attendance. 

 

In [59], a method for identifying human faces while wearing a mask is suggested. The lower third of the human 

face is obscured and cannot be utilized in the facial recognition learning process. Therefore, the proposed method 

is designed to recognize human faces on any facial features that are accessible, which may vary depending on 

whether a mask is worn or not—design, method, and strategy. The suggested approach is based on the FaceNet 

framework. It aims to improve the performance of both scenarios with and without a mask by altering the face 

recognition model currently in use. Then, simulated masked-face images are computed on top of the original face 

photos to aid in the learning process of face recognition. 
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Additionally, feature heat maps are created to show the bulk of the facial features that are important for 

identifying people wearing masks. In [60], a modified convolutional neural network creates a masked facial 

recognition-based attendance system (CNN). To accomplish this, CNN's original Softmax classifier is replaced 

with a Support Vector Machine. In a 5-fold cross-validation, the improved CNN's performance in identifying 

faces with masks was compared to that of other CNNs. The trial outcomes demonstrate the suggested CNN's high 

efficacy (i.e., 98.92%) in identifying masked faces for recording attendance.  

Compared to cutting-edge automatic FR solutions, the research in [61] offers a joint evaluation and in-depth 

analysis of the face verification performance of human specialists. This incorporates four automatic recognition 

solutions and a thorough review by human experts. A series of key takeaways on various facets of the association 

between the verification behavior of humans and machines are presented at the study's conclusion. Table 4 

provides a summary of the recent work. 

5.1 Limitations and Gap 

1. Mask-wearing conditions are ignored by some approaches, which merely identify the masked and non-

mask facial classes. 

2. It is common knowledge that inappropriate mask use will not stop the propagation of COVID-19. The 

detection of mask-wearing situations was only possible using a few methods. As a result, more algorithms 

should be tested to identify situations where people are putting masks over their faces.  

3. There still needs to be standardized evaluation for many masked facial detection methods, even though 

some literature evaluates several methods. Several methodologies might be used on different platforms.  

4. The outcomes presented in the original literature merely enable conceptual comparisons for readers. 

Making a fair judgment is difficult. Quite a few techniques can be used to produce a good performance.  

5. Several approaches need more specific information regarding their cost-effectiveness and operating 

environment.  

6. Running time is a significant measurement statistic in practical applications.  

7. Using current ways to maintain performance with lightweight equipment is a challenge. 

6. CONCLUSION 

Face recognition technology has made enormous strides with the advancement of science and technology, but 

there is still potential for improvement in terms of practical use. The authors have reviewed a series of masked 

face detection methods. In addition to this, various challenges faced in facial detection have been highlighted. 

Apart from facial detection, this paper presents an overview of the recent work done in Facial Recognition 

systems. Considering the current pandemic outbreak, the authors have tried to pay special attention to masked 

facial detection and recognition. After carrying out a detailed review, it is safe to say that although great efforts 

are being taken in the field of facial detection and recognition or masked facial detection and recognition, detecting 

the proper mask-wearing conditions is still a concern. 
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Abstract— Due to the rapid development of research in blockchain technology and cryptocurrencies, all 

sectors of an economy rely on their security essentials to mitigate various patterns of attack on the Internet. 

The smart contract is a transaction protocol that strengthens, verifies, and automatically enforces 

agreements after negotiation between multiple untrustworthy blockchain parties. Despite the positive 

aspects of smart contracts, issues of security risks, weaknesses, and legal challenges continue to undermine 

their implementation. This paper proposes an enhanced email verification system using blockchain-

enabled smart contracts. In this framework, blockchain email enables swift verification of all emails being 

transmitted by introducing a challenging framework that prevents an internet attacker or cybercriminal 

from altering the authentication process. An acknowledgement email will be transmitted to the sender upon 

successful delivery, and the receiver can automatically receive the email with unique credentials. The 

findings reveal that the proposed system significantly mitigates phishing attacks by ensuring email 

authenticity and transaction integrity through blockchain hashing techniques, thereby enhancing email 

security in both online and offline environments. 

Keywords: Blockchain, Smart Contract, Email Security, Phishing Attack, Authentication, 

Decentralized System. 

1. INTRODUCTION

Nowadays, customers are provided with numerous internet and social platforms to access businesses of all sorts 

using technology. However, all these applications have not silenced the use of email applications in all aspects of 

human digital communications. Based on Cisco 2020 statistics [1], up to 300 billion emails are sent and received 

every 24 hours. Therefore, its significance makes hackers naturally attract hackers. The average worker sends and 

receives several emails daily. This transmission traffic stimulates cybercriminals to send phishing emails [2]. 

In corporate, educational, and political institutions, email applications are among the most susceptible 

communication channels whereby security issues such as password theft and man-in-the-middle assaults to spear-

phishing and invoicing fraud can occur easily. Email can be used to transmit viruses to a susceptible end device. 

This especially occurs in the challenges of ransomware. This challenge risks a company from leaking confidential 

information and profit losses in billions and trillions from customers. The conventional email application is 

vulnerable due to its plain text nature of message transmission. Users can easily translate, duplicate, or alter the 

message [3]. 

Phishing activity is a form of online cybercrime. It enables online criminals to send deceptive messages to users 

to steal vital information. Phishing is a social engineering technique that persuades a user as an attack target to 

generate vital information. This information can be emailing addresses, usernames, passwords, biodata or users’ 

financial information [4]. Phishing attacks can be in the form of e-mail, VOIP, SMS, instant messaging, social 

media, and even multiplayer gaming. Some of the major categories  
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2. LITERATURE REVIEW  

In this paper, an analysis is conducted on email security and phishing attacks using their online security 

operational criteria. 

2.1. Email Security and Phishing Attacks 

The Electronic mail application (email) is a highly significant and formal means of digital communication. 

Most people that use the internet in corporate, educational, business sports etc. use email to exchange information. 

Email is a soft target for cyber criminals when conducting criminal activities like spoofing and phishing. With the 

large use of email communication, uploading attachments is being misused and can lead to the transmission of 

malware to some target devices. The email communications on the internet are not fully secured as they are being 

transmitted from source to destination. Some messages can be blocked and intercepted to avoid successful delivery 

to an intended destination [5] [6]. This allows an unauthorized recipient to access and read the message, which 

can be exposed to the public. 

The conventional email protocol system has some obvious challenges. Therefore, [7] analyzed the issues below 

ass a critical challenge that require research enhancement. 

i. Username and password-based authentication is considered weak. This is because the attacker can guess 

this information using a dictionary attack and break the authentication technique.  

ii. Mailboxes and email messages security for mail servers depends on operating system (OS) security. The 

lack of a better OS security policy can enable the attacker to obtain access to the mailboxes and email 

messages. 

iii. Emails are delivered by users with limited security knowledge and their configuration parameters. This 

enables cybercriminal access and alters email messages. 

 

Based on research in [8][9][10], the following security criteria can enhance email security. 

i. Confidentiality: Confident data ensures user privacy for email communication.  

ii. Integrity: this ensures an effective policy of protection against attacks such as spam, phishing, malware 

etc. 

iii. Authentication: This verification process is used to identify a user. 

iv. Non-repudiation: this defines the sender’s non-denial such that the email is not disowned by its sender 

even with a low-security mechanism. 

Phishing is frequently used as a straightforward approach for most cyber criminals. They steal user data through 

fraudulent means, such as passwords, credit card number information, user login information, etc. They compose 

a false email to random users requesting such information. Figure 1. Shows the phishing activities by years.  

 

 
 

Fig. 1: Phishing Websites Detected by Years (https://www.statista.com/statistics/266155/number-

of-phishing-domain-names-worldwide/) 
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However, phishing activity is not limited to emails only but extends to Voice Over IP (VOIP), Short Message 

Service (SMS), instant messaging, social media, and website advertisements [11]. A complete process of phishing 

attack is presented in Figure 2.  

  

 
 

Fig. 2: Phishing attack diagram [2] 

 

3. RELATED WORK  

This paper reviewed the related studies on email security and phishing using blockchain technology.  In [12], a 

blockchain-based ledger service is proposed such that a public key for all email addresses transmitted can be 

viewed and retrieved. This can lead the attacker to generate a compressed Bitcoin address. Therefore, a Bitcoin 

address for a transmitting user is sent as an email. This will then be kept as a record on the attacker server using 

time and size information. The transmitter’s private key was signed based on the number of recipients who 

authorized the online transaction. 

The. Mashtalyar et al. conducted research on spam message identification using blockchain [13]. All the emails 

transmitted using this approach will contain a wallet account address. However, the process of transmitting and 

receiving email protocol is unchanged. 

Another researcher, Abroshan et al., integrates the Ethereum blockchain to link email addresses to an online 

wallet account to prevent hackers from transmitting spam messages [14] s. At the transmitter’s end, the mail server 

verifies the availability of cryptocurrency funds to process a query. When funds are available, the crypto server 

enables email acknowledgement for the recipient’s wallet. This process triggers mining onto the blockchain, and 

another email gets transmitted to the intended receiver with the transaction receipt. At the receiver’s end, the mail 

server checks matching cryptocurrency if it is credited into the receiver’s wallet account. If confirmed, an email 

is sent to the recipient. if otherwise, the email is considered spam and will be sent to the receiver’s spam folder. 

4. METHODOLOGY 

The proposed solution is to develop a software plugin that any email service provider can use. This functions by 

installing it on a PC and linking the application through the browser. This can detect whether a received email is 

phishing after checking the email’s header, subject line, and domain name. These criteria are pre-defined and 

stored in the system’s database. Therefore, only users with registered credentials and who have no database 

records will be recognized as authenticated users within the company. Then, the system will notify the user 

whether it is safe to click an email or delete it. This solution is presented in a flowchart, as shown in Figure 3. 

The flowchart of the figure above depicts the verification process of using blockchain between the sender/ 

transmitter and receiver ends. 

The following procedure is executed at the sender's end. 

i. Blockchain is used to enable email provider parties to connect the extension through verification.  
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ii. After acknowledgement of email delivery, the sender, receiver, message hash, and data are transmitted to 

the blockchain system. 

iii. The blockchain server nodes immediately complete the verification process, and the data is written into a 

block.  

iv. Transaction ID gets transmitted to the email provider as an acknowledgement.  

v. transaction ID information gets recorded in the email header field. Hence, the message is delivered to the 

intended destination.  

The following procedures are executed at the receiver’s end. 

i. The email provider that connects the blockchain extension receives the mail.  

ii. Blockchain transaction ID gets deleted from the header field and transmitted to the blockchain API 

service. This process generates information such that all email IDs, sender, and hash value gets 

compared with the receiving mail.  

iii. When information matches, it confirms to the system framework that there is no email forgery. 

iv. Due to a lack of infrastructure at the client end, the customer business continues with additional email 

security.  

 

Table 1. Summary of Related Works 

Author  Contribution Results Limitations 

  

[1] The paper assesses 

Ethereum Blockchain 

based on internet attacks 

to prevent phishing and 

spam attacks 

• The paper achieves 

successful security on both 

the transmitter-receiver 

using the blockchain wallet 

account   

• The paper achieves 

successful 

acknowledgement after 

email information validation 

for the cryptocurrency 

account  

• The paper was not able to 

detect an email at the receiver 

if it is spam or a normal email 

message 

• The paper noted identifying 

losing a crypto payment at the 

sender end when an email is 

moved to the spam folder by 

the receiver  

[2] 

   

The paper implements a 

multi-channel graph 

classification (MCGC) 

framework to detect Phishing  

• The paper enhanced the 

transaction pattern graph 

for each user  

• The paper conducted graph 

classification to detect 

phishing attacks. 

• The paper identifies the high 

complexity of graph analysis 

on large-scale data  

[3] The paper implements a Deep 

Neural Network  

That can detect phishing 

attacks on the internet 

• The paper achieves High 

accuracy in detecting 

phishing attack 

• The paper was limited to 

depend highly on the setting of 

different learning parameters  

[4] The paper conducts a 

Machine Learning approach 

to detecting cybercrime  

• The paper achieves real-time 

data for phishing attacks 

using legitimate website 

classes  

• The paper exploits various 

classifiers for detecting 

phishing with high accuracy 

and robust output  

• The paper has not exploited 

the technique of Ensemble 

learning techniques. 

• The paper identifies Feature 

reduction as a parameter not 

exploited to Lower 

performance for phishing 

using comparison with 

extra tree base classifier 

technique. 
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Fig. 3: Proposed Flowchart of the Email Security System 

 

The process of reading the proposed abstraction level and program development is presented in a flowchart, as 

shown in Figure 4. 

 

Fig. 4: Initial flowchart of proposed solution 

The Conventional approach of verification does not support blockchain-based verification. Email records like 

 tart

 ender

 ent an email

 mail address

exist in 

database 

 ender s  riteria

 atches with the 

one stored in 

database

 eceivers receives green 

notice saying that the 

email is authentic, and 

the sender is verified

 eceivers received red 

notice and a warning 

saying that the email is 

phishing email. 

 top
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sender, recipients, and timestamp are hashed and preserved by any company that intends to secure its email 

gateways using the proposed blockchain framework in this paper. This, however, can compromise their privacy. 

Meanwhile, the email may not be spoofed because any entity in reception will require validation using blockchain 

service.  

  

 
Fig. 5: Email Verification Process at Sender 

 

At the sender’s end, figure 5 above presents the process of email verification using blockchain technology.  

 

 
Fig. 6:  Email Verification Process at Receiver 
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Figure 6 above presents the email verification process using blockchain technology at the receiver's end.  

This paper uses a local blockchain known as ‘LB Y’ by transmitting an email initiate, a transaction for the 

blockchain containing metadata. The blockchain stores the email metadata and encrypted data only accessed by 

the transmitter and receiver. All the blocks are indexed using hash value, where a new block carries the hash 

value of a previous block. This technique can ensure a steady exchange of resources for the transaction, as 

presented in the result section. 

5. RESULTS 

This section presents the simulation results on the local host and the internet for the blockchain email 

application to mitigate the impact of phishing attacks and enhance email security. 

 

 

Fig. 7: Local host result of command prompt 

 

 

Fig. 8: Interface of Blockchain Email System 
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Fig. 9: Blockchain Transactions 

 

Based on Figure 7 above, the end device implements the blockchain transaction in a local host. Therefore, the 

emailed application can be deployed and implemented both online and on a local host using a Windows command 

prompt. In addition, the research also conducts analysis both online and offline. The online blockchain email 

interface is presented in Figure 8.   

Based on Figure 9, the online Transactions conducted are being hashed using the local personal blockchain. 

Therefore, records show that marketers using email are among the major beneficiaries of Blockchain email. 

6. COMPARISON AGAINST EXISTING EMAIL SECURITY FRAMEWORKS 

Traditional email security systems rely on TLS, SSL, and password-based authentication. While these 

approaches provide convenience and encryption in transit, they are subject to phishing, spoofing, and password 

assaults due to inadequate verification procedures and reliance on human factors (Alhassan et al., 2020). The 

proposed blockchain-based approach addresses these restrictions by decentralizing email verification via 

immutable metadata storage, assuring integrity and validity prior to transmission. 

Table 2. Comparison of the proposed system with existing email security frameworks 

 

Framework Processing Time  Scalability Recourse Consumption 

Traditional 

Email Security 

Low processing time but 

vulnerable to phishing and 

spoofing 

Highly scalable but lacks 

advanced verification 

mechanisms 

Minimal resource 

consumption but relies on 

weak security models. 

PKI and 

S/MIME 

Moderate processing time 

due to cryptographic 

operations. 

Limited scalability due to 

complex key management 

processes. 

High resource consumption 

for key exchange and 

verification. 

Proposed 

System 

Optimized processing time 

with lightweight hash 

verification. 

Highly scalable due to 

decentralized design without 

cryptocurrency reliance. 

Low resource consumption 

as no complex 

cryptographic management 

is required. 

 

Furthermore, PKI and S/MIME use cryptographic key pairs to encrypt and digitally sign emails, assuring 

privacy and sender legitimacy. However, relying on central Certificate Authorities (CAs) introduces single points 

of failure, and key management is complicated and vulnerable to MITM attacks (Rathi & Kumar, 2021). The 

proposed method removes CAs by verifying using a decentralized blockchain ledger, decreasing complexity and 
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improving security. 

To evaluate the effectiveness of the proposed blockchain-based email security system, a comparison is 

conducted against traditional email security frameworks and PKI-based solutions. The comparison focuses on 

processing time, scalability, and resource consumption, as shown in Table 2. 

However, the proposed system's primary merits are its anti-phishing mechanism, deterministic verification of 

email authenticity, and seamless interaction with existing email protocols. By integrating blockchain's 

immutability and decentralization, the system tackles the constraints of conventional frameworks, PKI-based 

solutions, AI systems, and existing blockchain implementations.  

This comparison shows that the proposed blockchain-based email security system improves processing speed, 

scalability, and resource usage while addressing the constraints of current email security frameworks. 

7. CONCLUSION 

The fundamental characteristics of Blockchain are its privacy and security features. These features are 

implemented in new authentication models, connection upgrades, security enhancements, and the adoption of 

encryption standards. Blockchain enhancements become beneficial in lessening the impact of spam, phishing, and 

data theft, supporting an improved email protocol. Additionally, the blockchain technology mode of operation is 

decentralized. This decentralization guarantees the highest level of protection for emails. In peer-to-peer 

communications, security is ensured, offering the highest levels of data protection, personal information security, 

and password security for email protocols. 

This paper reviewed related works to highlight email security issues based on security requirements and 

parameter assessments. It also investigated and identified the most effective approaches for detecting phishing 

attacks in electronic mail protocols. In this work, the proposed approach improves email security by hashing email 

information and preserving it permanently on a decentralized blockchain ledger. This provides tamper-proof 

verification of email authenticity before transmission, overcoming the constraints of conventional, PKI-based, AI-

driven, and current blockchain systems. Key characteristics include proactive phishing avoidance, deterministic 

verification, and easy interaction with current email protocols, resulting in a scalable and effective solution. 
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